


-> In modern real world supervised learning is applied more e has vast o of
applications.

Sevised Learning
-> takes set of inputs which has correct outputs ,

learns from it

becupdopew S
called classification

Sevised Learning
-> Classification algorithms learn basedon the dataset provided Es classifies the inputs into classes or categories ; depending on type of dataset we ran have two to

any a neoclasses.

-> classification predicts certain fixed values of output unlike regression which can predict infinite different possibilities. - Here we draw some sort of boundary to classify
-> We can have multiple sets of input too in classification or regression algorithms. objects into diff categories.

Vervised learningP
-> Here these are no output labels

,
instead the algorithm tries to find the patterns in the dataset.

-> Ex if the algorithm decides that these is two
groups forming offer assessing the dataset

,
such algorithm is called lustering algorithm ,

this classifies data into clusters .

-> The dataset here do not have any labels
, the job & algorithm is to find patterns or group the datasets which are similar.

Unsupervised learning part-2-
-

CUSL]

-> Another type of USL is called Mutuallydetection
,

which detects when anything unusual occurs Ex fraud detection algorithms delect a flag very large a suspicious
transactions.

-

=mnotebook
· a mensionalityreduction

,
it takes a big dataset & compresses with minimal data loss .

-> Take a look at them when possible .

Learregismodel port
-> Tinology x = input variable or feature

Size in feet
Y I : output - target variable

Prices m : total no of training examples

(i)y(i)) = ith training example values

2Learregismodel pr
inputs, outputs are fed
and trained .

training set

learning algorithm
V

u < sym predicea
test

Y
data

hypothe sis function

Representing f
~

fob() = wutb (when f is a straight linea
f(x) =vn + b

ya

> s

this is a linear

rogressionwithonevariableo
e



↳functionformula
-> fwb(n) : wa + b

w, b-parameters or coefficients or weighto

:
y (i)

= fu
,
b (u")X

y fwb(x()) = wx()
+ b

x()

->To find correct wib we need cost function which measures the correctness of graph

Y -

y = 2550

Sured cost function

T(w
,b) y

" = f(wb (u'l

function tion

-> Goal :

minimize J(wb) I way to write it.

Simplifiede wa ie bo

↑(n)= wk") - y(s]a

minimize J(w)

T(w)

- (way,
y = u line

·

As -
>

R

·
·

·
-0.

30 0
.5 i

. 5

Vimalisingtfunction
-> Back to original model where b

M---

- 35 plot for 2 variables i
. e w

,
b

Graph looks somewhat like a soup bowl
b"

X
M

↳
minima

-> this
goes on becoming very complex for further increase in features,

hence we use something called untourplot ,

this has ellipses or evals in it all ot

same height in 32 plot .

-> All points on a particular ellipse represent diff values of web (hence they are diffegt) but have same value of
J

.

-> Imagine contours as top view of mountain
,

which is sliced.

=all points at same heights
(both of them)

-> the equ represented by crosses on contour plots are given on normal graph, all have same

b
->minimum

.

value o J.

Training -Gradients t
parameters too min

,
5 (w, We-

w
, , ..

., Wa

We start with some value of wand b

Generally set them to 0
,

0

-> We keep changing w
,

b until we settle at or near a minima.

Note : function may have more than 1 minimum

-> Function is always bow or hammock shaped in squared error cost func ,
but if we train a cost func . based on neural networks the graph will be very complex.

-> Gradient descent chooses the path of eepest descent
,

until we reach at or near a local minima.



Implementing gredecent

w = w - X]T(w
, b)

= is assignment operator.

Gu

↓ -> small the number btw 01

↳Controls how much we descend at 1 single step

b = b -

2-5w
-> wab are simultaneously updated

Correct
way of implementation of simultaneous update-

->

Greatpo
date both

,thstoinactualbes
a

↳
temp-b = b -

XGJ(wb w = temp-w
-

w = temp-w b = b -

25w!
b = temp-b

b = temp-b

- Karinate
,

model works to slowly hance it decreases the efficiency o the moda

->- large, gradient descent overshoots never reaches a minimum i
. e gradient descent diverges or fails to converge.

-> What happens when we are already at a minima ?

the values further don't update asL5 = 0

-> As
we approach minima gradient de parametetomatically takes smaller steps until minima is attained a derivative value

goes on t hence steps becomes smaller)
-> .: Gradient descent reaches minimum even with constant X.

Training residentdescent fonear ent~

-> fw
. b

(n) = wa + b

J(w . b) = [ (fublui)-yip
w =

- web) (b)= (fwb(m) - y(i)x

b -

b - (b) b) = (w() -y
single

-> The type of function produced in squared error cost function is called conver function - it has onlyglobal minima s no local minima

RunningGentdescent

-> Gradient descent
on a house price predictor with 4t datapoints,

this is called bath gradient descent as each step of the descent uses all of the training examples.

These are other kinds of regression too which need not take the entire batch for each step



Linearregression with multiple variables - Multiple features
~neeiin receive in

-> Multiple features= > U
,,

R
,

,
. . . . , In

U = jth feature n- total number of features
->

R -

()

features of ith training example
& its a list of i' numbers

,
its a vector which includes all the features of ith training example

M↳ valued th
feature of th

training exampleJ

-X
-

f ample ent

-> f(
,

b (ii) = w
,
x

,
+ w2xz + wzxz + . . . - + wan + b

= Tw , we ... .. Wn] w dow vector of all weights
= [x , xz .. . . . xn]

fi
,
b(n) =

. n + b

=
dot product of vectors

This is called Multiple linear regression.

(not multivariate regression)
**

Vectoria art - 1

-> This makes code shorters more efficient
,

uses modern numerical linear algebra libraries
,

uses GPU.

= Two w
,

. . . . . wi]
w = up . array ([elements])

; b -
a = [No , . . . . . an - 1] & b

up . array ([elements])
10 induring for coding)

Usinglol
(include Numpy)

-goes from 0 to n-

-

forj in range (0 ,
n)

f = f + w[j] + u[i]

f = f + b

gvectorisation e b m when dataset is larger this ours auch more faster than the loop

Vectorization, part-2
ver seem

->Why is vectorization faster ?
in Loop each element is accessed separately multiplied ,

added but in rectorisation entire arrays are accessed a multiplied at once
,

then computer performs very efficient addition
.

: Vectorization is very efficientE scales well to large datasets

Gradientdescentfor multiple
earregina

fab =
. n + b

J( , b)

repeat E

wj
=

wj
-

x
b = b -

x5(b)
3

-
for for multiplefresGodnt descent feature

I faeas

use

(i)
↓ J(u, b)

↓ -
Gw

,

- min

↓ J(w, b) is a
du n

S-
b :

b-los
S

b = bx()



-> Alternative way of finding w
,

b :

Normal eor linear regression->

->Solves for w,b without iterations

Didvantageelised to other learning algorithms

-> is slow when number of features are larger than 10
,

000

u complex ML libraries use normal equ in backend (generally)

upent
much morn faster

price =

y = w
,
x

,
+ wanz + b

U, Size = 300-2000

safetlarge rangeone
N2 =) rooms = 0 -3

the larges the
size o feature,

lower will be the value of its weightE viceversa.

room
M

room
ur -> plot of J(,

b)
Wz

5 o
sizea

Size

variation in Size is

very larg 2 verysmallchangina Hence it varies in a very small way

E we varies in largerange as U2 is small

: the ellipses are so small the descent bounces a
lot before reaching minima

, hence we need some sort of a back.

-> Make both u , a ne comparable ie make some changesto units a vary both N
, Ed say in ranger of 0 to 1

,
then the plots begin to look like this :

Joom

J(u . b)

s

-

↑: Here the descent reaches the minima much more easily.~ -

>

wa

↑

- -

siz 3

u ,

I a

w

#Scalingpart
-> How to scale features

O [U2L3
-# 30014

,
12000

O - Pascaled I
aim for -114%

11 for each feature a;

Method I "scaled-door man value of range u
scaled

He
Acceptable ranges - - 1 uj15

0. 15 Miscaled[1
-31u;

13

Mean normalisation N

- 0 . 31U,
13

300 14
,
12000 OLU21S E

Ou , 13 = accepted
Mean of all obs u

,
= M,

Mean of all obs u = M2 - 142 =0 .5 z

- 100 14, 1100 - too large, rescale

Method 2
Scaled :More Rascaled

-00d 144 ? 0 . 001: "Small,:
"

98 . 6 [4s-1105 - "large, -'
11

Suppose - 0 . 18 [U
,
10 . 82

- 0 . 46 [Uz [0 . 54

the values vary
here between -1 toI

dea
-

↑:- 1 ↑ x
,

-

-score normalisation

calculate standard deviation of each feature
(2)

Normal disibution
or bell shaped urve (same as a)

of

Method-3 Gaussian distribution U2
M

300 14
,

12000 OLU, LS

~

scaled Mescaled M ...
- 0 . 67 14

, 13. 1 - 1 . 6 14251 . 9



Checkinggentdescent foconvergence

->

Learning curve

5(u
, b)

"

valued J after 100 iteration

-~ 5 -200

10:00 no soo
,teration

After each iteration J must decrease
, if J4 even in I step it means X is chosen poorly of there is some bug in the code

~ 500 - Jseems to flatter that means its no longer decreasing hence I has more or less converged

There is no tellingafter how
many iterations gradient descent

converges

-> Automatic
convergence

test

Let E be very small number like 10

if J(,
b) decreases by <E in one iteration then declare convergence

Disadv : finding correct value forE is very hard hence
many prefer Learning curves as we can tell if there is a mistake in code or not too in that method.

ilaninggraph then is not chosen properly .
Corbug inca

-> If Learning arve look like this
,

then either t is very high or error in code possibly w-wd

in-
iteration

-> Even whenL is small graph I then there is bug in code
G

this is done to debuy)2

-> Try with many
X

, generally 3x prov like 0 . 001
,

0 .003
,

0 . 01
,

0 . 03
,

0 . 1
,

0 . 3
,

1.

-very low <

nursverglight
>

iteration

Freengineering

-> its using initionto design new features , by ransforming or combining original features.
# fu

,
b (i) =

w
,
x

,
+ wann + b

u,frontage oof the
Uz = U

, U2 = area of plot

f
.

b(x) = w
, x

,
+wr + wz4 ,

+ b

A sea helps predict price more accurately ,
hence we create a new feature.

Polya sinh
fits dataset properly coz there is no proper st -

line
, we choose diff polynomial degree equ to do this

Quad satis fun I after a point (i . e after morima) If if we see a func which only ↑ use rubic or
y:wut warn d

-> Feature scaling becomes really important her : the powers are varying.

densification
- outcomes have only 2 possibilitie

file yes
true

O I

I ↳ positive class

negative class

↳ Why linear regression cannot be used to classify ?
* Adding a training shifts the decision boundary which is not desirable.

Logitegion -----
zx0 = g(z)1

=

--------
-

-

-> Has S-like curve
.

..........,-> The function used her is called sigmoid function or logistic function = g(z)=..
O



↑ s our functions (predicted) will look somewhat like this

&

fa
,

p(i) = z = voi + b

g(z) :

Tz OLg

fu
,
b(x2) = g(zn +b) = g(z) = e (i . n +b)

E function value turns out to be 0 - 7 = 70 % chance thaty
is

1

.

30%... -D.

p(y = d) + P(y = 1) = 1

probability
Hence func is also written as

Decision boundary fu
,

b(u) = P(y = 1/ = u
, b)

summe

-> In general when food (i) > 0 . 5 then Y = 1 else
: 0.

: z ag(z)for y

fu
,
b(u), 0 . 5

------

-

g(z), 0 .5

23, 0

·on T

M-> Ex1 · =) y = 1 fid(t) = g(z) = g(w,
n

,
+w2xz + b)-

: : ·
= O

-

~

> &

curve z = o becomes the decision boundary = say for this en w
,

= 1
, we = 1

,
b = -3

then boundary is

n
,
+ xz - 3 : 0

&It 2 : 1 est line with vint : Yint

To right of line -1 left Y = 0

N2

-·
- y = / Let z = w

,
u? + wauz+ b

: · = y = 0

for this as let w = wa = 14b = -~

-

↑

---
!

3
n ,

then for z = 0 = n ,

2
+ uz = 1-

this is decision boundary ,
whose inside is assigned as 0

,
outside as I

Thisassignment is defined a to need

Ex3 n

Z = win , +wauz + wan , + wanz+ wh
2

I can be
any of 2 degree curve

inside a outside is assigned as 0 or 1 to need

-> Theweve depends on zie powers of u; ·

-> The threshold value of decision boundary need not be 0. 5 always ,
it can arbitrarily chosen too

Ex for turnou detection we can choose Dof as threshold such that above 0 . 2 is malignant below is bening ; this reduces the chance of false positives.

Cost functionfologiregina

-> Ex training having m training examples with n features with two targets -> 0G7 (tumor detection)

Squared error cost func . -J(b) = buy

for linear regression for logistic regression

J prob has too
many

local minimas hence this is not a

M

~ -n good cost function for logistic regression.

↳) non-conver

fen tion

, b 2

, b



5(
,

b) = (
,

b(x()) -y(i))2
↳

loss =s L(fir,
b (n") , y")

Loss :% of squared difference (here)

Logistic loss function

↓(f
,
b(m)) , y() ·[

- logf

logf - - logf =

M

-> significant part is

11 - I

onlyoto 1 as
y can be (01) only

!

Feature
-> if algo predicts Id actually its I loss is very

close to 0

-> O ....... high loss

b

"(y asymptoly
(- n) 1 - u)

: -log (l-f) a

"Si Si
O

- i
13

f
-> when Ye0 By = 0 loss o *

2
-> when -1 y

= 0 = losse

-> Overall cost function will be conver when this is implemented

5(
, b)= (fub(), y

~(i
.

>(2)
, y() =

[it
Splifiedcost fun egesis

-> The above loss func can be written as follows :

L(fob (n))
,

y(i)) =
= y(i) log (fib (us) - (1-y(i)) log )-fab(u()

How did we end up with this complex loss func . - its based on something called Maximum likelihood estimation which is part of statistics

J(, b) = yo()) + (y() log-focus

This cost func ,
is now conver E has only one single global minima.



&mentdescent implementation
->

w = wj
-

X5
b = b - x5(b)

b) erivation
b)=buy

-> this also can be monitored i. e analysed with learning curves

-> Vectorization, feature scaling is applicable here too.

Pemo erfitting
->

- - underfits the curve or has high bins

****- bias- the program thinks that thecurve is a st line a starts but any st line will not fit this model
,

hence the model was based E has high bias~
-- fits the dataset pretty well

,
this is called generalisation ,

it has neither high bios nor high varience

Siz C

- : fits the dataset exactly ,

cost func . is zero but this will not do good job in prediction with test cases
,

the model is overfit ,
it has joh varience

coy even if one datapoint changes slightly the

graph will completly change in order to fit
that too

,

hence it has high varience.

Addressing over fig~

-> collect more training examples

-> Select features to include
or exclude=> this is called featureselectionI

including too
many features may also cause overfitting disadv : useful feature might be lost

->

eMarisatioe
size of parameters (w)O

Ex
-

-

x
+ x

M

X X

&un -X
X

* X

>

flu) : 28x-385 42 + 3943
f(u) = 13n-0 . 23a2 + 0 .

000014a3
- 174x

n
+ 100

- 0 .

00da" + 10

regularisation includes all chosen features but prevents features from having an overly large effect
Nok: whether we change b or not makes very less difference practically.

Costfun with Vegetariation
-> Let say the flu) = w

,
u

,
+ we netwo + w

4
+ b

to prevent this from overfitting we must penalize wa & Wh

we can do this by,

mim(f(u() -y(i)]2 + 1000w, + 1000 wh
i = 1

1000 cop its large num
,

hence wawy would almost be
zero .

Thebasic idis that that iftheweightsonsmallitslikehavsimpwoddwithfewerfeaturehene isepron
to

ofparameters ,
His makes model correctly fit thedoa

Exa features ,

house pricing therregression]
5 (b)= [f(w) - y()]+
~↳
mean squared error ↓ = regularization parameter 10

↓ is scaled by multiplying by at cop this makes it easy
to choose

Some include also
,

but it makes very little difference if we penalized or not

↓s value decides the relative tradeoff between minimizing cost & minimizing weights
when X is to high model underfils -> f (b) bige" ****

n te----lowa overfits
7

features



erivationof partial desir of cost func of logistic regression

J(, b)= y"log(fb(u)) + (y() log-f(ul

f(u) = wu + b

J: - (ylog(f(ul) + (1-y) log(1 - f(u))]
-

zJ↓ &funeGu

=
· (u) [f(u) - (f(u))]

- (u) f(u) [r- f(u)]
- ((u)f(u)(f(u) - ()

. (n)f()(f](1 -f(u))

: (y(1f(us) - (g) (f]
: )i]

-(y-yf(u) -f(x) + yfy
= Ty-f(u)]



J : - Tylog(f(u) + (l-y) log(l-ful]

-

E mining ·

et(wu + b)
- earbs- 2.Fernbya

= +(e) [00f(u)]

-If(u)(f(u)-f(u.--

(yu)(u)+

[y-fl]

:

y

: (u)]



↳
Regularised nea regiono

-> J(
, b)= (ub(u) -y(i)2+

5, b)=-
M

O↓ W
,

5( , b)=(f(x) -yes

then shrinks by a little in each iteration.

Let X = 0 . 01 54 : 11

RegularisedlogRegressinas

-> in general when we train the model with lot of features then there is a higher wiskDoverfitting

hence to modify cost func , forn features

5(b) = -y(log(() +(l-y()(log-f))]

5, b)=-
M

O↓ W
,

5( , b)=(f(x) -yes

&Second : neural a deep

NilefinIt : an analytical method to solve for O

intuition,

(b)
= a 02+ b +c

* Normal eq" method does not require feature scaling method.

Ja Gradient descent Normal Ef
-d 50 =

O * Need to choose X * No need to choose X

(to find minimal
* Needs

many iterations
* No need to iterate

when there are multiple features hypothesis func.
* Works well even when

- order nxn

* Needs O(n3) time to calculate (XTX)
O Mat 500,0. Or, --On)-du-y n is large

#

Slowwhenu, faster for Oto 10
%

↓ J(0) = 0 (for everyj)
Gog

Solve for 00
,
0

, 02 , ... On

For a linear regression having m training seta n features
-)-

K

I -

(m
T

I >.i- In')

order : mx (n+ 1)



Shasticgradient mLecture 2 yt

-> if dataset is very large then each iteration to modify values takes O(n) time to process through the whole dataset.

-> Hence we need some sort of alternative

repeat E

-> Stochastic gradient descent : for it I to m

E
Contour plot

"

* tochasticgradientneverconverges tamed
it

aa
8 = Oj - (ho(u) -y()x] " dataset this is fine as it reaches very near to minimum

C E this only is applied instead of batch gradient descent.for every ; Iton)

3

3

madesivation ofa
Ex A :A

↳50depresents derivative DER

↳0510)1 I * (A) =

T At tI
To 5(0) = ⑤ for reaching global minima

(f(A) = A+ A
, z

?

anything like thi)
-

5(0)= Choles - y(i) trA = tw(A): Ap
&

rXM

matrix

h (x()xo ) -"(u")
-> to (A) = to (AT)

= I I :· I -> f(A) = tr (AB)

CubaSe PafLA)= BT

y . T I I -> tr(AB) = tr (BA)

ho(x() - y(a)
-> to (b)) = to((AB]

↑
-> Ta At = CatCia

5(0) =

+ (x0 - y)" (x0 - g) (analogous to(a) Call

% 510) : To( (x0 -g)(x0 -g) -> AA = ZA (sur of sq . of ele . )

= (-yT) (x0 -y)]
-> ↓[xixo + xixo - xy- xiy] what if X is non

invertible ?

=> xixo-xy = 0 it means we havesedum

-dant features i . e feature

·oxo-oxy-yxo-je) xix0 = x

y which are linearly depen
- dent

.
This can be solved

x

+

0 =(x 3 X
Y vesaera

ire = kuzt



Advanced Algorithms
en

wer
Wome

dy applied neural net.

Week C-make
your own -

Week 3-techniques

weekh-decision trees

Neurons and the brain
~num

-> just like biological neusons artificial neuron(s) take some input i .e some number
, compute something then output another number which acts as an input for next neuson(s).

-> There was need for these as classic ML models couldn't handle the bombardment of data in our era whereas neural network models perform highly well even when dataset is very

large .

Didpation
-> a activation ; term from neuroscience

these are higher level featuresGore also called activations

-> Example : shirt future sale prediction.

>-> hidden
say

, input layer : R

price

layer

output-

shipping affordability layer
a

marketing
>

oreness a

->

->

probab . of beinga

percieved seller

ma terial
quality

2
-↓Featureswhich or from various combooriginalmade this I theseorcl output here is called activation vea

given originally features
-> Neuson or neusons forming a group is called a layer
-> All ele . I layer have access to all of the inputs but different neurons choose only specific inputs and ignores others

.
This is not done manually but we do italgorithmical

-> If we hide the first column we are just left out with a logistic regression model which predicts whether the T-shirt would be a top-seller or not
,

it also

does feature engineering automatically.

-> There an be multiple hidden layers too of various sizes comprising of diff o of neurons.

-> The ne of hidden layers & the ne of neurons in each hidden layer> this has large impact on efficiency of model.

=> deciding this comes under neural net work architecture.

mmmmmm: Image recognition
-When there are multiple hidden layers such models are also called multilayerperception

-> myn pixel ing is a mxn grid in which intensity values from 0-255 is stored

-> On flattening it into a 12 vector we get myn ele as column vector. The model takes this as input & must output the identity of person in ing.

123

each small ing her

in all 3 pics are

=things processed by
neusons .

-> Hidden layer 1 - looks for straight edges in images. Looks at a highly zoomed in ing.

11 -2 = -

: diff neurons corresponds to diff size of regions of
· slightly zoomedout part of ins.

imp

"3 aggue parts
,

notameth
.

Looks at even move zoomed out part oine -

-> Nobody explicitly programmed the layers to do so
,

it learnt this by itself.

Ninetworklaya

a29] yayth layer
zu

n = uth
neuron

- - ->

-> all = g(+ b) this is input for-- f

-> a [ = g(+b)
[i] [2]

[2
>

-> [ g( + b) (a scalar value)



Morecompara orks for an arbitrary layer I Earbitrary unitj (i . e Thnenson)
->

1 [1 g(2 . a + b21])
i =

[0]

O3a
3

21- 1]

activation function (log it gives activation values)

Inference : making predictions (fowardpagation
some m

-> Classify the digit as Zero or one

-> 8X8 guid ; 255-while ; Otblack

-[b]f(u) = probab of being a

handwritten 1
.

&Eunits hence till 25t
:. this also goes from left toright i . e from als to all to al

....,
this is called forward propagation; backward propagation is used for learning

We have more hidden layers initiallyE it goes

Interfein code on decreasing as we get closer to output layer.

-> Coffee bean roasting example : #igitclasf,
"

example

min ->
bad coffee

-

- ->good coffee

lead
type of layer in tensorflow

Pimmtensorflow

-> Rows foloumns ; order= rows X columns

-> In regression etc we just dealt with vectors but here we will deal with matrices mainly as the datasets are immensly large ; solving by matrices is computationally efficient.

-> Techinually tensor is more general than matrix
,

but here consider tensor is like just like matrix.

tensorflow- f
assay &

this command & is initially a IX1 matrix after converting it

converts it to numpy becomes 22 Numpy array.
array ·

Building- ranetwork

T
-M

-> The above code we explicitly pass the data from one layer to another
,

we can do this automatically by way mentioned below :

more easy>
version

&

gives prediction value

o Oz for test datax-new

-> Digit classification example :

easier
3

version E> some pregine
-

~ dala



Edwardprop singlene

↳ notation

-> Demonstration of single line of func.

General lementation offorwardpropagationimp
min minim

-> units : W . Shape [1] w = W[ :, j] we gives diff coloms of W matrix

↳
gives no of colours of W

S
each coloumn a-out = up . zeros (units)

is weight vectors creating outputore of units size

-> dense here takes input, E initialising it with
zero .

process & returns output
W -> matrix

-> Sequential is responsible for stringing (aps)

w- arrayE pectors

all layers as finally returning the final ans.

Is there a path to AGI ?
~ia

Artificial intelligence (AI)

L -

Artificial narrow intelligence(ANI) Artificial general intelligence (AGI)
-> Specific applications like

-> All capable robots; can do anything
self driving car

,
smart what human can do.

speaker ete

-> The
progress is very slow as what a biological neuron does is way more complicated than a simple logistic or linear regression & we do not know how brain functions completely.

-> One learning Algorithm hypothes is

Same part of brain can We do not know whether the brain has onlyLalgo, even if it does we do not know what the algo is hence the progress

learn multiple things is still for in future.

↳meralnetroreimplementedefficiently ?

-> Velorization

-> by vectorization the
program

becomes highly efficient

Marixmultip

-> Dot product

[i] · [a] · []
z =. = x

Mixmultiplicode

-> implementation .

->

↳At returns transpose
anotherwayowitisao

Vector



Search about tan h and Leaky relu most of the places we prefer leaky rely over 
rely….for reason refer what are the things a function must qualify to become an 
activation function….(1) it must be non-Linear…(2) It must be diffable and deriv must 
not be zero else it will suffer with vanishing gradient problem, which is the case with 
tanh, sigmoid and step function ( which is also an activation function but not at all 
preferred)…..Leaky relu does not have this prob, basically leaky rely is max( 0.001z, z) 
….0.001 can be replaced with any small number….

Mode

Tensorflow immentation
-> Handwritten digit classification example .

-> type of loss function -> explaine later.

Training details
M use

Analogy
->

-> taking an aug of this loss fun gives cost func.

-epoch : till where to run the minimization ; basically similar to no iterations

->

↳ initially all these come under Keras library but later got merged into tensor flow.

-> to train data & minimize loss - Gradient descent

-> the keyslep here is to calculate partial desiv .
Term

, backward propagation also does this very efficiently ,
call model Fit)

for thi
-> there are even better algos than gradient descents which are faster.
->- activation func thon sigmoid which can make the pogom sun much faster.

Alternatives to sigmoid activation function
ne m

mmmm m

->
Awareness is not a Oor1 classify it

may
heous degrees hence we use another activation function called dectified linear unit function, its given by

(ReLU) g(z) = man (0, z)

- Commonly used activation functions
->

S ↳ taught later

Can beY
called both

ways con a li]g(z) if g(z) = z then
,

a[i]-Z which is like having no activation function.

fChoosing activation unctions
is mem m

-> Different layers can have different activation functions.

-> Activation func . I output layer :

Depending on y
characteristics of mode the activation funce of output layer is decided :

-> if output layer only hasI class o output : Binary classification -> Signoid func.

-> output can have both the -ve value : Ex-stock price : Regression=> Linear activation function
-> if.. only tue : Ex-horseprice : - - ReLU

-> Activation func · of hidden layers :

-> most common choice is ReLU
. reasons :

(i) ReLV is faster

(ii) Relu becomes flat only in one port whereas sigmoid flattens at both ends
,

when the graph flattens gradient descent becomes slower
,

when it

becomes too slow sigmoid func also ouns repeatedly resulting in slowing down the overall prgom.

tan hactivation func .
Swish activationfunc

Leakyselu -



Whydo we activatioaction
if we use linear activation function everywhere it just goes on to become

a simple linear regression model
,

this defeats the purpose of making a neural network

coz the model won't be able to barn anything more complex than a linear regression modern.

↳ just a linear regression

using all linear but sigmoid at end makes it a simple logistic regression func.

Multiclass classification

-> Here we classify things into multiple classes. E MNIST handwritten digit classification
-> Soft man olgo does this

oftmas

-> It a generalisation of logistic regression which is binary class classification to multiclass classification context.

if n = 2 it just becomes logistic regression

-> Spare Categorical Cross entropy loss function
>

4 ↳ if value of aj
is very close to one a it is correct then penalty is very

low if it was wrong then it is heavily penalised.

a = g(z)
=,ez = P(y = 1(u)

az = 1- a
,

= P(y = du)

loss : -

y (na
,

- (l-y) In (l-a))
↓

-
↳net with soft output

-> The layer having softmar activation is called softmar layer or softwar activation function.

Unlike others here f(u) is funce of Z
,

toEo (in model below)

->
better version

shown later

Improvedimplementation soft

to reduce these roundoff errors we take some measures

->
: it doesn't

give probabs
too a

↳ round off error here write

-
if we don't take a separativariable 'd the round off errort

to do this we change activation funcIf output layer to linear & modify the loss func
-> for logistic regression either works fine but for softman the error gets pronounced ,

to avoid this we implement the correction in the following way :

: it doesn't
give probabs

a to doa

write line



Helclassifier classifionwith multipleouta John Macoun

Scientist who popularised

-> Here associated with eaching there could be multiple labels.
use of convolutional layer.

-> E A selfdriving car gett an ing Easks (i) whether there is a car infront of me
(ii) T

·

busi
↑(iii) - a pedes

-> There are happroaches to solve this :

(i) Treat it as 3 separate prob ; I models which investigate one of the three questions & these 3 combine to form the veq .
model

[ML models)

(ii) Alternatively train onemural network with three outputs

Advancedoptimization

-> Wj = wj -x
-> if

some alphval bellythede t al
will our ever faster,

this an be done by "Adam Algoritha

-> If -function has begun to overshoot then it automatically I so that the func. can beach the
minima efficiently.

Emm. Adaptive momentestimation
w = w

,-
Wh =We-Gl

:

w
10

=

Wo-GotT

b = b - X5(b)
T-f word keeps on moving in same disec : increase j

M
... oscillating : decrease Xg

This is done through complex sleps & is beyond the scope of this course

Implementation :

->
it needs some initial value of X.

Try multipleX larger a smaller & pick the one which gives the best performance rate.

Adam algo ·
is more robust is tuned in a works much faster than gradient descent.

Enutionallayertypeso

-> Dense layer: Each nurson output is a func. I all the activation outputs of the previous layer.

-[e] g(,
2 + b)

-> Convolutional layer : ->
here it only looks at pixels of a

designated area.

Illustration : ECG example : it has heights of peaks as input a outputs if the patient has any diagnosible heart condition
.

its and hidden layers : convolutional -> With convolutional layers we have many architecture choices such as how big window of inputs
output - : Signoid that a single nuron should look at how

many nearons
should a layer

? have
the first neuron here looks at

-> By choosing these effectively we can build layers moss powerful than dense layers.
input 1-20 next one looks at 11-30 E, so on ....



Whatis dateapy = used for calculus

Citation
like flowchart but of math

to calculate desivatives backward prop is used
cof if we were tocalculate it from left to right we would have to calculate everything again again.

↳ forward prop.

Largneural new

->
-> for volulation of te

, waa, w'et we start from left& more towards right - forward prop

->
to find derivative we start from right move to left i.e we first start from t backward

-> if in stead we use forward prop to al wate derive for a model havinga nodes & p parameters it would end up taking (n - p) steps - inefficient

whereas forward prop will do it in (n+ p) steps -> efficient

-> this is done in tensorflow & called auto diff or automatic differentiation.

Fule-3

Diswhattonata

↳ possible solutions

-> in this module we mainly
learn about diagnostic i . e

what to do next when our model is not working the
way we want it to.

Flati
d

eust C features ther
we can just look at graph a have an idea about its bias a variance but this is not the case with models with many features .

How do you tackle this problem
-> We generally split data into 2 parts , training a test

.
We train model

on training data Estest its performance on how well it predicts with remaining 30 % test data.

&
notations which

->
cost fun of model

Iwill be used =>* doesn't include regularisation term .

-> for a model with

-

J for logistic loss
.

high variencee...

Fest - fraction of test set that has been misclassified

Froi -fain.....

Model selection and training/cross validation/best sets
ren name no

->(rotation used here)
Degree represents degree.

Training error is an over optimistic estimate of generalization error of
the model was trained on that dataset.

When we choose a model based
on degree of weve holding Test as reference then Just becomes overly optimistic estime generalization error too, How to tackle this ?

-> We modify the procedure of data splitting

of regularisation is only done when
minimizing.

-> We holdCV set as reference while choosing degree of weve a use test data to predict the accuracy of model since the

machine has
never seen this before it will be a

-just
to denote first model

fair estimate of generalisation error.

-> Do not touch the test set until the machine is learning ,
once it has learned fully then we can test its efficiency based on test set performance .



Dignizing and varieare

purple cross : CV set

red- strain

2&this
is for this example

->Example of how an also can have both high varience E high bias.↳ it initially overfit then for some reason it started to
vary & then under fit

: high varience
: high bios

-> High biasE varience dosen't happen to linear regressions but can happen whn we train neural network
. Indicator T Train

21 egularization and bios/varience
min mine seesom

->

Establishing a line formance
-> Speech recognition example

Lets say training error = 10 . 8 %

Jav = 1408 %

We
may think this is high but human level performance is 10 . 6 %

So its ok for Train butJo must be reduced : this model has varience prob .

whether bios. : To evaluate a model we need some baseline
tellsavehigh

prob .

or
not

& the baseline can be
zero

too for some models but for any model the first thing to do is to establish baseline for error.

F &
tells whether we have high

if bother
varience prob -

or not.
its hig h highthehigh varience problem.

Learning

->
as datapoints M

error&as it isI hard to fit them al

#thar will

alwaysbelowerthan hdwas
trained onta

*

curve flattens out as no matter how much more data points we collect it will have almost some aug, erros

-

as we
-

~Examp points
we

e to fit them well.

E
W

model may
do so well on training data that it

may surpass humans but In will be higher but as we get more data this is resolved.

initially

-> It might be computationally expensive doing this process again n again but it does help get an idea of how model is working.

Prwhat to try m revisie

-> If features are more then it gives
the model too much flexibility to fit very complicated models.

Will large nura network create a high varience ?
No

,
a larger model with well chosen regularisation will do

better or atleast as well as smaller model.

But it becomes more computationally heavy.

Zinvarianet bios and varience but in nural network this is not necessarily the case

Large neural networks are low bias machines

->coz it has high varience.

->
we car choose diff lambda

fordif it



As long as training data isn't too big the neural network model will have low bias ; often we face high varience probs.

Here there is a unit missing continued on next page

#inmetrics for weddatasets

-> Example ,

Let's say a model has to predict a wore disease from input ; it has 1 % error E if only 0 .
5% of population has disease then this error is very very high .

Instead a simple command

Hence we cannot look at error % Estell about mode
.

When there is a sare class or "skewed class" involved. pointy : of has 0 .5 %

(synonyms) ersos.

We use common pair of errormetrics Precision Eltecall to tackle these situations.

* ->

Model will never

predict 1 :: First
two boxes in first

You becomes
yero.

If we take
previous print"yo") example :

recall would be
yero

-> In general algo with zero reall or zero precision is useless

-> If an also predicts zero always then precision is undefined *

Precision tells how accurately model is predicting
E

Recall tells fall having disease how many were diagnosed.

Both must be as high as possible for a good model.

Tradingoff precision and real
~ em m

converse is also true.
->Practically there is a tradeof btw them

, -
↑

-> On 4 threshold from 0 . 5 to 0 .
7 precision ↑ but recall t (out of ppl who have lesser will be predicted compositively)

Log on we will be more confident that he has the disease

increase
the

threshold
if this is

therase.

&
-> tradeoff btw prevision

I a recoll.

lowedthreshold if this is

the as I

-> Generally we manually pick the threshold

-> If we wanna do it automatically then we use another metric called F1 score.

F1

ChalleScore aren't evaluating algo using C metrica

We need just a single score which can directly tell us which is the best algo.

odo PGM i .e fr my not that
gooda

emphasis

chevens on a i mean)
-

P

higher the sore better the model

↳



Five Mee

Ex-email spam classifier

say ↳creatingtakeemailmers
->present or absent or

-> backtrack email from where

2 & occurrences it came

choosingsight ideas are very important
Error analysis
mmm

-> First check for bias & varience
,

then this one

-> say we have 1000 misclassified among
5000 then pick a random subset of 100 and look at them and classify

-> Then start addressing major probs like pharmaceutical spam rather than mispelled words first.

->

classic method followed from long

Data augmentationcan also be > back

introducing noise .i A grid is placed a warped

done to audio datasets by

4
thanks to new tech we can spend more

Psy for photo OCR(text recognition)

time collecting data rather than on code.

we can just type in random fants take a shots of it

with diff color and contrasts

Transferlearning : using data from a differentaa
min mineis

T-f training set is very
small option I works better else option 2.

-> We can take a mode pre-trained on a large datat
, change its output layer a fineture it to work as we need it.

-> Refers to pre-training part model type& T -> The input for pre-trained Gour model must be

->
-> Refers to modification of out layer port

->We can download someone else's mode & then fine-tune it. same
. E same pixe inges ,

audio in put et.↳ ew
weights only in output layer, all others can be kept some too.

if the pre-trained model is

highly efficient then ever

why does this work ?

Coz the model recognizes generic features which would be applicable on our inputs too. ->generic soringswhile for
e
a

features
· ugh to build a good
model .

allcycle achine bar
After training model or deployment we may

-> again collect data

immes,

bias and his

->



Me-4

&isonmemoda
ple

In decision trees features take on discrete values

like face is round or not round Later we will see features taking more than two discrete val or

ear- floppy or pointy ( continu value features later &
whisker are present or absent

Oval/rectangles are called nodes Amongst all these decision trees some will do
m

good & some bad on training set on (Vor test sets
Soot

des ->root mode
: Job of algo is out of all psbl .

dec
.

trees to

loof ->
decision nodes

pick one that does well on training set be then

Lisleaf nodes also generalizes well to new data

what are some key decisions we madee...toning-
decision tree -> this is decided based

on purity

->What feature must be used at root node?

->Whatat subsequent modes.

Why we prefer trees with Soot

&
maxdepth is chosen

rootlower depths ? by us

-moudepth is 2
->So that tree doesn't get too big

-> Big trus are more prone
to Willcome late

- leaf

and unwieldy

overfitting
↳

Ex here Y is cat

: just classify it as

not cat

i
.e basically if we feel that splitting

further down is unworthy.

Immeringpurity
-> Entropy function : denoted by H(Pr)

M

P= fraction of examples which are correct

parityCup)
O p! Irpurity X H(P)

2
3 !

H
3

Now
,

at 50 % correct & 50 % wrong &

p ,
=fraction which is right

we have highest entropy.
sus

Poi

-
woga

->
We take log base I

coy Wester will be at height 1 which makes

it easier to predict probab et

H(pr) = - P . log(pr) - Polog(po) = - p,log(P) - (1-pr) logz (1-pr)
-> On taking basee graph shifts below just that setting a

threshold value becomes compositively difficult

#te: for computational purposes (0)(100) = O

To summarize,

Entropy function is a measure of impurity of a set of data

starts from O
goes

to 1 a comes
back of as func of fraction

& the examples in sample

Ginicriteria

There are
many other func , which look like entropy function like ginicriteria which will be present in open source package. This an also be used to make decision the but for the

sake of simplicity ,
in this

course we willjust look at entropy function,
which will work well for most of the applications.



sing spinformationne
-> The

way we decide what feature to split on at a node is to check which reduces entropy the most
.

-> reduction of entropy is called information gain

How to compute information gain ?
T

- hogain purity has higher

... Information gain : H(proot) - (WeftH(pleft) + weight H (ph)
S beinto gain thathould

chosen
.

3righted aug ↳weighted aug
.

fraction which is correct.

othera decision the

Jestopping criteria

-> first check of root node for which

feature has highest into gain
.

-> Repeat process at all nodes

---> We build this using recursions ifwe are doing . I

by scratch hence its called recursive splitting.

: we buid an overall decision the by putting together various small sub-decision trees.

->Some libraries have good default choices for choosing maximum depth
-> larger thefree will be for higher more depths o this is like fitting higher degree polynomials while training large neural networks

,
it will surely allow dectrer to learn more complex model but will

also risk overfitting.
parameters

-> In theory ,
we an use cross-validation set to pick mos depth ,

i .e by picking many values as finally choosing one which does best on CV set. In practise open-source
libraries have even better

way

to choose this parameter for us.

-> Another
way is to stop when into gain by splitting further is below a threshold value

1-> ... - -d example"the mode .....

Vigone encoding t feature
-> How to tackle features which can take on more than 2 values

Let's say there are 3 car shape oval
, pointy and around

Let's split ear shape into 3 features

=> Ear shapes split into 3 features.

-> If a categorical feature can take onK values
,

createK binary features (Dor 1 valued)

-> The value which is I is the hot feature

-> when features have things like present, absent or round
,

not round et are called categorical features if we convert them to 1,0 then it becomes numerical Ether thatcan be fed to neural networks

too.

Continuousvaluedure
-> What if a feature can take on continuous values ?

How do
you tackle it ?

-> Let weight also be a featur in the example,
then,

-> We pick diff thresholds a compute infogain ,

the one which gives man info gain is chosen.

-> One convention would be to sort all examples a to weight or a valued this continuous feature take all the values that are midpoints between the sorted list of training examples asthevalues for consideration

for this threshold over here.



Pressiontree

reduc .
invariance = Voot- (WeftYeft + Wright right)

-> Lets
say you

have to predict weight of the animal
.

V = variance

Note : there is nothing wrong with a decision tree which chooses to use same features to split along left right

-> Once the alsoreaches to a leaf node it predicts the value as the
oug of all training example which reached that leaf node

-> If you were constructin a des the from scratch using this dataset in order to predict the weight , key decision is to choose which feature to split on ...

-> Suppose there an 3 possibilities as follows
,

how do
you choose which is best ?

-> In classification we tried to reduce entropy,
here we try to reduce varience of weight e y variable.

sub nodes Foot
-> Total weighted ang of varience ofa node's is subtracted from varience of mode this quantity is called reduction in variance .

value of reduction in variance X good split
->

we go on splitting this
way

and calculating until stopping criteria is not reached

multipledecision tree

-> Disadv of using single tree: its highly sensitive to new data

-> To tackle this we build a botta decision trees
,

its called a tree ensemble
.

-> Ex if we change just I training example we get an entirely diff tree which makes this model not so robust.

-> Now
,

consider we have this ensemble of frees- Ifa new date comes it is run in all of em & they are made to vote. Majority side will become the final prediction

Samplig repamenttod
an ensemble of the

-> Pick
, put it back

,
pick again...

-> we take all our date
, put it in a bag a perform sampling with replacement (same examples can repeat too)

-> by doing this we end
up with data similar to training dataEither we make des tree for each of these

Random est lg

-> Bagged decision

so on upto times tree ensemble

3 1↳Itsampleh zudsample
its tree its free

-> One disadv this method is we end up with more or less same split at root node
.

To solve this : Enter Random forest .

-> This makes algo explore how small changes in data effects the model
,

so when new data comes prediction will be more or less accurate.

-> We generally build 64-128 fres after a certain o thes it just becomes just computationally heavy a not much better at performance.

#Boost
-> One of major algos used to build ensemble of fres

.

profes &
->For successive thes it picks those examples which had been mis ossified earlier

-> This
way we boost the also which ends up making the model work very nicely

-> these had been mis classified and now picking them is higher probab

->
Any tree I will have higher chances of picking those examples which had been mis-classified by prev trus i . e from Hok-1

.
How it is done is complex math

which can be explored later..

XG boost stands for extrem gradient boosting
->It assigns diff weights to diff training examples hence it need not make too many random sets Implementing
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Unsuperv Learning

Pre-1

ecoe
, anomally detection us model - 1C

-> Recommender sys . ~
- 2

-> Reinforcement learning my a
- 3

Wcusing
-> It sees unlabelled datapoints & groups them Es tries to find pattern in them.

->↳ Grouping similar news
, grouping DNAdata

,
astronomical data analysis

Transition
-> Randomly picks points equal to no of clusters we need (say we need Chere)

des be

roid.-> It first assigns then it starts moving the cer

-> First it assigns unter at random then it goes through all training examples assign each point to its closestcntroid.

-> Then it moves the untroid to ang location of all points assigned to that entroid.

-> Now again it checks all training examples & reassigns them then again
-> when after an iferation nothing changes then it means that the algorithm has converged.

#Meansalgia
-> All M : are vectors having same dimensions

as training examples.

->↳h norm way of writing distance - 11 qM/ ; in algo we minize squared dist min/n"-ML
*

-> What if a cluster has
zero training examples assigned to it?

->1 eliminate that cluster my more common method

- reinitialize that cluster

timizationobjectivene

c) inde of cluster (1 ,
2

, ..., k) to which which example u' is currently assigned

M ,=
cluster centroid k

je" cluster centroid of cluster to which example al has been assigned

Lastfunction : Distortion function
viea

J( ...., m. ...

, ML)= M

3
Sq .

dist btw all points

E their cluster centroids

: to minimize this machine automatically starts to assign points to closest centroids

And to more cluster entroids
....

it assigns untroid to mean value coordinates of examples assigned to that untroid

- italising menset
be less than training examples(v) ie Kim : ele there would be less than I training example per

chester

-> Randomly picka training examples & assign M...... Mr to them.

-> so we randomly initialize Es buid multiple models & then compute cost func for them the one with lowest one will be chosen.

-> Generally we randomly initialize it 50-100 times ; doing it too many times just make it computationally heavy.
↓

this is a local optima



C hoosing the number of clusters
re eme me

-> Elbow method

-> Jus K is plotted his plotted .....

the n of clusters till which I decreases rapidly offer which it slows down is chosen as our preffered value of K .; that particular point is

called elbow
co the wive looks like it-> h is often ambiguous cog many-a-times or

Jusk urves are many-a-times smooth & elbow cannot be spotted
,

choosing so of clusters just to reduce J is not good y then we will always endup

with largest value of K.

->
tradeoff btw how good ing

looks us how much
you

can compress

↳ Rode of btw of t-shirt size & cost of manufacturing.
Hence most of the times its us who decide how

many
clusters are required according to our need.

Anomallydetection

Amindingwent
: Aircraft engine feaa

u = heat generated

u2 = vibration intensity

Dataset : Su } New engine test

Densityeditation : first thing we do with dataset is build a model which calculates probability of points being seen in dataset

if p(utest)ge
= flag that example as anomally

we choose

Usage :

Fraud detection - pobl features :
how offer log in ? Loo webpage visited ? transactions ? typing speed ? If flagged security har looks of it closely may give captcha or trigger dows etc...

manufacturing

Gaussian(Normal)Distribution Check out dalton board)
immem

mu

or bell-shaped distribution

x -> random variable

probab .
determined by Mar

Say we get a 100 no a plot histogram it will look like this

p(n): e
P(u)

M= Area under urve- 1
coy man probab can be equal to

1

.

these are technically called maximum likelihood former some use I instead of it makes very
little diff here but it helps in other calculations.

m - 1
-

if u is a single t this works
,

when a has multiple variable .......

Anomaly detectionhe

u = P(c) = p(u,; M ,,
+

, 4) * P(uc = Mc ,Y * p(Ug : Ms , 54 +...... * P(Un ; Mr . int)II =P(4;; My , 2)

this formula works well even if features are not statistically independent.

U
,

is a list of s having m s i . 2 numbers recorded in K ; feature of all training examples...

-> even if one feature is less than normal then it will flag as an anormally cop plu ; ) say becomes very small hence reducing plat)

↑C2
this comes here

I2the grap height represents plni) - p(uz)



developing valuating anomaly on see

In practical situation its ok even if there are some anamolous example in training set its ok

In general its better if (VE, test set have some

anamolies in them.

When we do collect data often we know that asmall number of examples are anamolous hence we use them with labels to train
,

check & evaluate
.

For example,

if the number of flawed engines say are very small then we can on it test set & just make CV set
.

Evaluating a model

: having some anomalies helps the model
, why not run a supervised algo . On this data.

Emmally on vs superilearning
-> future anomallies maybe entirely diff from prior ones

its safer to use anomally detec
. (If our data is of this type) con anything deviating away tro much will be flagged.

hackers find new ways to hack into systems hence we use anonally delection for security also

Confus losing
what features to use what not to becomes very

in portant.

-> Try to make features gaussion.

- smaller values o
C is more effective

We transform the features to make it gaussian

Directly logu might give error if u was yero: we write log/ + 0 . 001) to avoid these errors.

-> Same transformation must be applied to Cre test sets too.

Ensanalysis

->
then we have to look at that example & try to figure out why was it an anomaly a try to come up with a new feature which

can recognise these kinds of anomollies

desa
ve minimum

-> We have users as well as some of items

Nu = 1 of users

Mm : items (here movies)

x(i, j) : 1 if user ; has rated the movie

G(v, 1) = 1 ~litem , user) y/item so ,
user)

~ (3, 1) = 0

g(ij) rating given by user; to movie : (defined only if x(i
, j) =1

-> Look at movies user hasn't rated yet
, predict their sating for it , if that's high then recommend it to them.



↳"

is defined for a item has

n osin
it.A

Viningpete fa (j) ... user
--

-> Let's assume we have features of each movies.

n = no of features

-> featuresfa movie

for user j's rating prediction of movie :
w()(i) this looks like linear

↳
say its Hier. regression

Except there are ↳ diff linear regression model i. e one for each user.

unction
- ww + buys( ( &(w

?
We do not divide by i'for recommender sys

all s in wisl for all; will be penalized

What if we do not have
any prior features....

to avoid overfitting

wisaweightvet
i

&rative firing
Let's assume we already know i ! I's of all users

-our prediction of n
.

The more

userswehaveworeaurately we can determinea

costfunctionab ...
my(0)

nu

Putting together both of above cost functions we get collaborative filler algorithm

: Overall cost func · becomes...

in in

·mi..
J(w,

b
, 2) = tris(w?" + b

"
- yes) (i)↳

How to minimize : Gradient descent

-> Namerefers to sense that multiple users havewatd the same movie collaboratively , giving us sense of what this movie may be like
,

that allows togress what are appropriate features for that movie,

this in turn allows us to predict how other users that haven't yet rated that same movie may decide tosate it in future.

Brilabels likesandia



normalisatioe efficient if we perform mean normalisation

Let's
say a new user Eve comesE has not rated

any movies yet,

now if we sun the model it will predict that all ratings by Eve is zero,
which is not reasonable

To counter this we use mean normalization.

ms mean of Now

~ learn from this data

?
predicted rating eve for

This is a more reasonable prediction.

movie I .

->Due to mean normalisation algo becomes a little faster too.

-> We can also normalise colours instead of sows : can be done whn new movie arrives but generally its not done in this way of
we don't know how much the user may

like it.

Tensorflow implementation of collaborative filtering
mmmmmmmm ummmm

->
adam algo .

->
initialise was 3

-> i. e it carries

If. variable are variable
out diff. automatically.

which are to be optimized
->tells that differentiation iswot w

↳ If variables reg special func.

to modify

Finding edit

↳ "guard dist
.

Atwate So 10 similar one

or listed a recommended .

Collaborative filtering vs Content based filtering
somenem mine min

(j)
- Ve ~ must be of same

-its okay . FromXwe compa

v
>

sige
(i)

!
Y

v(j)
n

gives prediction o ratingO V
let's say among top1000 ies :

Deep learning for content based filtering
immumum

-> User no El movie nw can have diff I hidden layer diff of units
per hidden layer but output layer must have same no of units.

->We can combine both " to one model also

->for rating system

↳ for binary labels.

->
to prevent overfitting

Using this to find similar items

-> This can
be computationally very heavy if o If movies or very large.

How to tackle this ? ... PTO....

↳ A list can be compiled &

kept ready so that whn

user comes they can be presented this list.



Recommendinga largemataloga

-> Its done in 2 steps retrieval & ranking
The no of movies we Wanna

retrieve is our choice

?
this can be pre computed
hence we only need to compute

Yu and we are done

Ethical issues of recommender systems
minim

women

-

lensorflow implementation & basedfiltering
num mu num

-> 2 normalization
E reducing dimension to one.

PrincipalCompenAnalysis

Reducing the number of features
me memo mmm

-> PCA helps in visualisation of data
, say we have 50 or 100 or 1000 features

,
with PLA we reduce this to 2 or 3 featury so that we can plot it.

->
wheel Zi

↑

- z-ams is combination of~
in these we can just take feature that features u

, Enc
-

varies & drop the other one

with
e

normalised first to have zero mean
, if needed after this featur scaling must also be applieda

-> PLA removes all oris a starts to make its own ones
,

on a good anis the data must be spread widely i.e it must capture all or maximum variation of data.

reconstruction of

original data

If we are reducing Capproximatly same

to 1D data then also
data will be

will choose this principal component. or first principal component.

constructed)

(position vector of point) · (unit vector in div"of zaris) = dist of point from origin of new as
dist of point from origin of new aris unit vec dong z = approximate

-> How is point projected on aris

zo. ~
--. 2 1(

↑
S teps

original
data points.

ad principal component will be to principal component

nd
Puncode

>
here u

, Ex2 both are equally
Ftreated Ealgo tries to capture

higher the
Z + zz : i

.
e 100 % of

maximum varience. value more the data is retained

F data is retained
we don't do this now

cog we have

here y is a label has special importance -> machines which upload data very fastly
PLA also has cost its easier now to

Algo minimizes dist . Parallel to you's upload rather than perform PLA



Module-

·seinformlearning ?

-> Reward function : when model does something desirable its rewarded a when it does something undesirable its peralised.

-> Applications of reinforcement learning : controlling robots
, factory optimization , financial (stock) trading , playing games (including video games)

scoverexample

-> The rover can
be in any of the sin bones or 'states'

-> Let's say its ath sociatewith state

T 156 are terminal states
state

,

action
,

reward
,

new state

(3,
a

,
r(s)

, 5)

↳ at stati
, go left,

reword = o
,

S'= 3

returninseinforlearning

R
,

is reward of th state

v = discount factor (generally a number close to 1)

Return = R
,

+ VRz + V-Ry +...
-

~ for this example V= 0 .5

->from diff states if we go left what will be the record is written

- -u -12 · right..... - --

->A hybrid to get man reward is written.

-> Discount factor also pushes away
the-ve rewards i

. e farther it pushes away
lesser the -ve value will be added.

Makingdecisions : policies in reinforcement learning
mini in

-> Our job in reinforcement learning is to come up with a policy (i) which takes state(s) as input & map
it to an action (a) which is to be performed.

stati diy action

(g) (a)

Huiwofkeyconceptsto

-> Formalism of reinforcement learning application is called Markov Decision process (MDP)
,

it refers that the future only depends on
current state & not on anything that might have

occurred prior to getting to the current state.

Station fandefinition
(o A functiona
->

Let's say
these or the optimal behaviours at different states

&(2,
4) -> return it gets once it

goes left from 2 then behaves optimally

&(s, a) = Return if you &(2,-) ...... right .....

-> start in states

-> take action a Conce)

-> behave optimallyafter that

-> Dis written this way in some books

↳
so if we had a way to compute Q1s

,2) for all states ther we can just go on picking manasal for optimal behaviour
.



Stationalfuncion example

->
: V : 0 . 9 here the sover waits and

goes towards 100
- 0 . 9

BellmanEquation a
compute (s, a)

Example
intuition of bellman equ

Q(s ,
a) = R(s) + UmarQ(s l

= R(s) (if s is ferminal state

R(s) is also called as the immediate reward
.

Random (stochastic) environment
mmmmmmm

-> Due to some randomness in environment the system may
not perform as commanded Ex on commanding the rover to perform a particular action

,

it does so 90 % o times but 10% & times

-> Herr in stochastic we have multiple returns
, maximizing return doesn't make sense cop return is a random number instead we maximise the

aug .
value of sum of discounteditdoesnot

->Mathematically its

written this way

Modified &(s, a) = R(s) + VE(manQ(s;x)]
Bellman equ

Ex : its in state 3 scould be

2084

tionsExample of continuous state space applie
mmmu mmmu m

-> Up until now therover could be in one of sir positions ,
these are discrete states

, say now that Vehicle (truck) can be anywhere on a line
,

this is continuous state space.

Statef truck is given by it state of helicopter includes : in a continuous state MDP a state is a vector

position in u
, y dia"

,

it obien

- tation
,

its rel .
in may disn its position in u

, y ,
z dis" comprising of many

numbers which could take on any

Eits angular rel . O is how itssoll , pitch , yaw
the range of values.

fast it can turn.

rate of changes

Lunar lander
~

Goal : to learn a policy it that
, given s picks a = is) so as to

maximize return
->

75

Iif left leg is touching ground eleo V= 0. 985 for this . [this is given , generally for these high value of V is chosen]
I

use right

kingthe value fun

Approach : We will use Bellman's equ to reate a training set

Output= Q(sa) with lots of examples of may ,
c use supervised

Y learning then to learn a map from a toy i . e

If the neural network is trained properly we need· becalculatedE the more one among them can be
Su

from state-action pair to target value of Q(sa)

-
then for any states All forQ values can Q(sa)+Uma(s) fub)

-

performed. Y



We start
per forming random actions

fo
,

p(u) y

->initially func is a wandom

(b,
a

,
R(s)

, s) guess

->
each of these taples is an example

(s"? a

?"

R(s")
,
s') in training set

rafter forming these we train our

(g) al R(g(4)
,
g"l) & model based on this data Entry to

come up
with a fu which

i takes in a E outputs i

Mnih et a

->the algo stores the most recent

10000 examples ...--
this is called

replay buffer

↳
&

new
is a better estimate ofa func as we

sun this repeatedly long enough we get a pretty good estimate of Q func.

This algo is called DON or deep-Q-network

Dimreferent: imprmmmuranetwor

-> instead of having one output for Q(s, a) running it four times for four different actions we have boutputs to predict all four QIs, a) at same time
,

this also helps valula

- ting monQ(sal) faster

How is action inputheee
A gwithi reficent: Edypl

-> Even while learning we need to pick some actions
,

how do we do it ? For this we use E-greedy policy

Now for picking subsequentactions we can either pick

option 1 or option 2 We can initially have high 3 then reduce it

X - coz say
while initialising &

,
&Is

,
main) was low

then algo never does it if option I is picked so we introduce a little exploration ie E .

To a lower value like 0 . 0

wrong
-> In supervised choice of hyper parameters may

make ulgo .
Sot times slower but in unsupervised it may

make 10-100 times slower ....

So this is very important.

Arithment: mini-batch E update

mibatch (applicable to both supervised as unsupervised learning) The contour of mini-batch may
not converge

a remain noisy but it will tend toward global

say if we have very large value of m

minima .
This is okay

algo becomes too slow : We use only coz each iteration is

m of those per batch. practically inexpensive.

-> By soft updates its observed that algo converges more reliably
mini-batch

. Say an iteration was phyper parameters we

bad & knew is worse than Q if
chose

.
These are es avoiding oscillation or diversion or other unreliable prop.

- -
we overwrite Gas Onew then it would - - pected to add up

to 1
.

be bad . To prevent this we use soft update .

The higher the coes of whew is more abruptly wchanges.

state of rein forcement learning
venum nu



Refer last Moon rover lab for more info on reinforcement learning, several papers have been 
mentioned in labs to study from, refer those at times….do download all lab files

Activation
fan

e
max (xz,

z)

ELU f(u) :

Su if uso

& (en - 1) if n 10

SELU
g(n) = ) fla) -> will self normalize

&
mean O Stadev = 1

but mode should be

ReluSELUELULeake I see ,
leak Enormal

↳
Relus

Tanksi initializer Eman
more .



PimearningSpination

Nasal Networks Es deepening
Module-1
em

Whatisur

Supervised ing nineural w

Convolutional NN stor 1-D data
Structured data : database with coloumns

,
wows etc.

-Recurring NN
Unstructured data : --ing ,

audio or text to translate.

Hisdeepening of

hierarchy is not perfectly defined here
, depends or how well features are engineered

T↑ whyis sigmoid bad ?

↑
-

deLoop ofdea
Gradient becomes very low

due to which parameters get updated very slowly. Expt-yCode

Mudule

Binary entication

if ing is 64X64 then its gonna have 64xUXRGB2288 entries as input

LogisticRegion

f(w,
b , n)
= -

Logistic Regression cost functa

< (y , y) =
- (ylogy + ( -y)log() -y)

J(wb) = ((,) 2
python broadcasting

(i)(
= w(z)(1 - w(z))·



Veterizing logiiregion
-> Let's say we wanna update 1000 times.

~Vectorized

I-> rectorised implementation

mosting in Python

(Nenumpy pytectors

a =

ap. random . Vanda (5) = 5numolganssion [- , -1-1- ,
-]where a : aT & aaTisjuta Tip : use assert func . Ipython to get

numpya : - (5
, 1) = [2-- ,

-

, -- ])E here of at here dat is an array
notified who somethic is indeed

wrong

Pune-3

Na

Vectorizingmultipleexample

~
dimensions of the matrices

tivationfoot tanh is almost always superio ho sigmoid function o
its centered at o mean comes near to which makes learning asa

2

tanh cannot be used inoutput layer of binary clasf "loy we need output btw O to 1 there

Problem with sigmoid Estank -> whn I is very small or large then gradient is close to
zero

which slows down the learning a lott

max(z LekyRe
a = max(2z

,
z) <= God or some small

Value
.

Why dow nearvation fun

-> If we activate all neurons
with linear function then the model cannot learn anything more complex than a simple linear regression ,

hence we prefer non-linear functions as activation fas

-> Linear func , is used veryrarely when we do compression (in hidden layers), more about this later

-> If the model
we build is of regression then we can use it only in the output layer to get the desired output.

Desivativesnationfun
w'(z) = (z)(- r(z)

Leakseln = h(z)

a
n'lzl :

Sa if zo e



Gradient decentforuralnetworkfrom giving output of shape (n
,)-> keepdims = True preven

Divo above eq
->all these have to be

~

computed for

updation for this we need all

below derivatives.

C = j(y , y) = - (y(ny + (1- y) (n (1 -y)) y = (73)(w(z)

= =0 zi
y =, =

andom initialisation

->In logist linear begression we can initialize all weights to
zers but we cannot do the same in deep con a radient descent won't work. Why ?

-> Reason :

Lets
say there are I hidden layer with two neurons.

x ->
0
- Orsoutput

O

w
= 500 6

: 87
w =
% 07 6 : 207

Now since yow1 Es rowl of w' is same their updations are always gonna be same hence they won't be able to valulate anything complex ,
itjust some

This is known as symmetry problem. as having only one neuron in hidden layer.

·: we initialize it as Wa - up. Sandor
. Wandr (12, 2)) X

3
generally very small coz if we are using sigmoid or tank taking large values makes gradient very

small hence makin learnin
very small if output or hidden layers don't involve

tank or sigmoid then this is not muchfan issue.

derayerad wo

L-layer network

layer NW has
[13

- th hidden layer

(1)seems E
no of neurons in

th

layer

.

L
activation func - of Ith layer

yell weightsof 1th layer.=

[l]
b =

bios- -



use#ingdimensions

ofmata b

Generally Vectorised

(3, 13322
,

wie] <YeI D . (me m)(3, 1)

(3,2)(

z = wa + b 2 b
213

: (n[13, 1)
(5i1) & I (5, 1)

L ,

dw] : (n5e3
,

pie-13)5
. 3) (3 , 1)

db21] : (n2e], 1)

xee : (g(-3)
, 1)

Whydeepresentations
The further layers automatically compute a analyse complex stuff.

XOR& using logn neurons - fast & easy
Ex

n -single layer = slow E complex E inefficient

Eackward e cache i.e store a few values so that they can be used in back prop,
we cache z

,
w

,b

for Cache

prop [ --

batf
-outputs of back por

Parameters us Hyperparameters
resea

w
,
b are parameters

Hyperparameters are decided by us ,
which ultimately control the parameters.

Ex X
,

#iteration
,

#hidden layers, units
,

choice of activation func , regularisation
,

mini-batch size,
momentum ete.

Course-2 : Hyperparameter turn on
van

Me

Train/Dev/ Test sets
~i

-> Previously the split would be 70/30 or 80/20 or 60/20/20 ,
but now where there is abundance of data we can have fewer examples in dev/test like maybe 10

,
000 ifthere are say

million trainin examples . Manya times split is like 98/1/1 or 99 .5/0 . 4/0 . 1 or 99 . 5/0 .25/0 . 25 ele.

-> DevErtest set must come from same dataset not different ones for en : all are pics clicked from smart phone.

-> Normally whn ppI say they just have train/test set then it means they actually have kai/devset but they call it train/test
.

Biasavience
-

This can
become the perfect fit if the optimal exter was 15 %. So the validity of the modd depends on Baye's error.

(or Baye's Error)

BriPrincipleformachine inghave to
worry abt tradeoff coz getting more data varience without affectin bins much3 choosing bigger NN with proper regularisation ↓ bias almost without

affectin vasience.



Regularisation
Final work

4 or
J(wb

....., w(y(23) = ((y() + wi 110i2zw-
*

Frobenium norm

Whyregularisation reduces fitting

-> As wh watb then gradient value in sigmoidor tank : almost linear : reduces complexity hence reduces overfittir

Dropotregulation

We
copy

NN then randomly remove few neurons stain it to test if overfitting is reduced.

- probability that a neuron

-> matrix with random values will be kept

->Let's say there are 50 unitsa 20 % chance of dropping neurons so 10 neurons are dropped but weights of later layers are trained based on all neurons : We sale as to not distort

Train time becomes less & computation becomes less complex due to this weights : a3/keep-prob
->at each pass of gradient descent we

zero out different set of neurons not the same one.

-> at test time we don't use dropoutes keep all neuron E predict the out put

Using dropout
resear

more
-> The inputs geteliminated randomly hence the neuson cannot rely,on a particular feature .

: weights t : regularisation

-> keep prob is different for different layers
,

the layer having more neusons have lowes keep prob Evice vesso & in layers where we do not worry about overfitting keep-prob as 1
. Input layer is generall not penali
-sed or if read itsdone with high

-> One down side of dropout is cost func is not well defined any more, so one of the psbl
keep-poob > 0 . 9

~ The downside of thisis we have even more hyper parameters now
sol is to turn off dropout & ensure that learning urve is normals them implement drop-out.

-> Its generally used in computer vision
->The computation of cost fun, becomes harder as inputs are dropped at random.

Otheregularisationmethois

Data augmentation [refer prev course pg 24]

initially graph will underfit don long training its gonna overfit hence its stopped somewhere at middle.

Early stopping Here we follow tradeoff between bias E varience.

Normalizingimpoto

be sure to normalize test & dev sets
u =

with Merain & Train

Costfuns Formalizeimp

& Un-normalized inputs take a lot of iterations to converge E bounce around a
lot too

Vishing/plodinggradiena
e

Lets take an exampled NN with lotta neurons with linear activation func then we can show that

z = vol] n z2 =
wha

, soitshardtotinlarge dutthis problema

[2]

a = g(z) 92 : g(z) = w In .......

: y = w(b)(1-

1372
....

w()p(23g[
↳

out put layer

Let all else except output layer - W = (15O m slightly more than

then y -
-(1) T5oX if its was 20050) now if his large the gradienta

will vanish.
↳ if his large this is very huge a will explode



Finalization aght T
will

= up . random
.
rande (shape) * upsart(x)
-

this sets the varience to t &
↳ for tach

this is called Xavier initialization
We can also add a parametes that

multiplies into the formula E it can
be

tuned too ↑Re
Iesicalapproximationofget

if E is very small values of E

f(0) : lieflos ot
but

fir = fe)-f(e) errorist-ero

for
non-y

& E

valueop is
order of

Gradientin

21] [1]Take WED g
2)

w
,

b Greshape into big vector O
I .......,

- I-
concatenate

Take &W &b ......
dW2dbT & reshape into a big vector do

Grad check

for each i :

& Eapprox[i] :502, . . . .

.
DitE, . . . .) - J(0, 02

,
...

- DE, . . . )
2 E

check whether doli)
- &RES

x

to check it...

do a105 us ok rabe tout

(14) Mul
determinant

Implemen heits
very slow to cal-grad check

.

- look for which layer E, where do is differing Entry to debug->i.e do includes regularisation term too

-
coz computing cost becomes difficult when randomly subset of neurons are dropped

↓
Very rarely it so happens

so check and then implement dropout

that implementation of gradient descent is correct when wab are close to zero ,
but as we run gradient descent wab become bigge & it deviv becomes inaccurate after that.

To check this is not the caseoun grad check at random initializations then check after wab wonders away from zero.



-> mini-batch updates after every minibatch there will always be

-> stochasticMbatch descent #
some voice while

converging unlike bath gradient descent
batch which converges without any

noise
--

·

Lets say there are 5X106 training -> A lot of time is wasted due to noise hence we need some technique

make 5000 batches with 10 examples each...
-s to reduce this we need optimizers.

X: (x" ( x(z)x(3)
...... x(000)/x1001 y(2000) ..... ) .

... O
-> Explore more about

(2x > m)
E13 x523 350003

Ada grad & ada delta
X (exc 1000) ( ,,,000) X

(nu , 1000)

y = (y()y().... y
(1000) /y(1001) . . . . . y(2000) ....

/ ...
.y()]

y313 3523 Y
Esoody

(1 ,1000)
E (1, 1000)1

,1000)

Mini batch t : XEt3
,

X
St3

Mathemat
dec is

for t in range ( size) :

# forward prop on xEt3

ID[DEt + b

A
21

. g((z)
z(2] --

·2e]
I

21]

& Vectorized implementation

-
one epoch of training set

gradient descent taks one step
ne _ gi( ze

In batch gradient descent in a single epock it gas through all training examplesEx per epoch

but in minibatch .......
a examples of one minibatches -Fly "

as many sta

was= wi
-

Ldw2e]
21]

bees21db

Understandin minibatch gradient descent
mmmm men mu

Chossing mini batch size
E13

Batch gradient descent
-> Size#mini-batch = m : Batch radient descent : (X ( = (X ,Y)

N

cost Los

R

mmmm
,

-> - ... - D : Stochastic--y(x) = (2x , y() ....

t

> In practise mini-batch size is somewhere in between 1 Em

# iterations # iterations

chastia vectorisation chteen Mi-batcnation
as we are iteratinga computing Es updatin fast -

at each example Fastest learning in general

↳osing mini batch size Of course we can create a hyper-parameter & pick out the best mini-batch size too

Take account of available CPU EGPU

If dataset is too small then (2000) use batch.

Typicalsizes are in powers 2 - 64
, 128

,
256

, 512



Exponentiallyweighmovingvergen

By = k
02B21

-B
: 0 .3

v = Bu + (1 - B) O, this is almost same as aug of recent YB-1 days
V : Bu ,

+ (1-B) E2
->B = 0 .98

days
i wargecent

days
->B = 0 .90

Un : BW-1 + (1-B) On if B is small then more weight is given tocurrent value hence the graph will be noisy (yellow)

if B : large - graph or func gets updated slowly (green graph)
Using this we are gonna

build hyperparameter which chooses best B.

Understandingnentially weighted averagea

8 = 0. v : Bu + (B) &
,

v = B((-B) G
,

+ poj (- B)Ez = (1- B)[02 + BA ,
+ 130]

v3 = Buz + (1- B)t) - (1 - B)[0-
+ Boz + Bo ,

+B]
i

in = (l -B) (En + BEn-1 + Bon -2 + BEn-y +.... + B , + Bo] - D

As power t weightage to older data points is reduced

Generally B = 0. 9 for NN

No o recent data points taken into consideration is given by
As value o increases graph changes more gradually hence less nisa graph.

- rapidly a more -u
r

Binrection
Look at graphs at left ,

there wo = 0 Es hence at the start the average is not calculated properly,

hence we
need

someerection

so instead out we equate RHS in D to t
t

1- B

-> if t is less l-t is small here will be largeo
-> Many a

times people ignore initial phase & just check lates

phase, if you wanna correct we can implement this ->as4 -x - 14. ... ↓

Eventually both the graphs combine
,

as shown in graphs on right) doing this just

provides bins correction.

Gradienteenthmoment

·in
me smal gradientevent

Ydw = B, Proper + (1-B) dw most
common value for B,

is 0 . 9

in general we don't apply bins correction soy after just literations our also wouldve warmed up

updation 10 :

Ep
,

for : 0 .9

W = W - X Vow Initial Voo = 0 El Vlb = 0

L

3b = b = xVdb matrix with
same dimensions as dW both versions can be used just I will differ.

manya time wejust use

..... db -
You : Brow + &W us here wow ends up being scaled on tuning Breneed to tune Xag



SportBuSdwpen + ( - B) dw

invertical dis" we wanna slowdown but increase learning in horizontal dis

ba
: dW is small. : we wanna it a abis large & we wanna it

E Sto is small Essay is big on dividing with s Wupdation &
Bob = B2 Sabprew + (1-Bc) db Speed

updation : 6294
most common value for B2 = 0

. 999

-

w =

W - w +

E = 108

b= b-

This added
cop

in case =0 then algo should not fai

Adamoptimizationalgorithm adaptiveestimation he

initialization : Vdw = O
, Yob "O

, Saw = 0
, Sab = O

-> normally default values of B ., Br
, E is used EX is turned

-> Its a combination of momentum & RMS prop

-> Bias correction is performed on momentum &RMS prop .

ie

-t
Updation

W =

W- b-b-+

Learning rate decay
-

-> If we slowly reduce the learningrate this helps the algo ., this is called learning rate decay

-> Intuition
, initially we can take bigger steps but as we start to go towards minima lower learning rate is better as we can oscillate in a tighter region

region of region of oscillation How do we decrease X

↑I
Oscillation

11
↑

(i) 2 =

I
No

If (devagrote x epoch num)

high & low X

(ii) X : (k)
Epoch num

To texponential decay
k is a number less than one

(iii) &

:
(iv) X = 1 No where t is a hyperparameter

-t

i
. e after some particular steps we change &

(v) -

L -

=> discrete stairs case
-

no of steps

(vi) Manual decay If training time is too large then learning rate is observed at regular intervals and tweaked manual

-y as and when required.

Theproblof local optima
recei

-also
a local optima,

this is more common kind & is called
a saddle point.

the gradient is zero here too

Pall
dots here are local optima

-> There are very intuitions about lower dimensional
space

but as we go to higher dimensions the intuition decreases. More often in high dimensional
space we stop at saddle point rath

-es than global optima

-> Problem ofPe

Plateau is a region where derivative is close to
zero for a long time

,
then it stays on plataer for a very long time and then descends off of it.



M-3

Tuningprocess

->
of exponential aug.

Some of hyper parameters :
&

, B ,
#hidden units

,
mini-batch

size , #layers , learning vatidey ,

prade
u

&-
most imp.

2nd priority Ed
3 priority last priority

generellay this

is returned

How to choose the values of hyper-parameters ?

-> We can choose some of random points in a n-dimensional space where n is the of hyperparameters.

-> Coarse to fine search

in the space say a particular point did well then we zoom into that region and take more samples from there and
go on repeating this

.

Using appropria hy parametesa
-se

-> sampling uniformly doesn't make much sense
, we have to sample across an appropriate scale.

-> Ex1
-

Let's
say we have to choose n21] between 50 to 100

· here uniformly searching is fine.

E2- 1 ---n ↓ it can be from 0 . 0001 to 1
. If we search like O . I

,

0
. 2

,
......

- its not right cap we never explored between 0 . 0001 50 .

To search this
way in log scale we implement it this way :

"Wehoose 0 . 0001 0
. 001 0 . 01 0 . 1 1

XXX-yX *** (* x*I SS-Let's say search between a Eb I
then

start-log ,
a &end-logo We (start, end] hyp parameter-10* check to take best values

Sone amount of random values from these
ranges are taken

Ex3 Let's say we have to choose p

B between 009 to 0 . 999

B = 0 . 9
xyy x xx

0 . 99
x x x x

xxyx0.999

As Boets closer to 1 its sensitivity increases very highly say B = 0
. 9000 to 0 . 9005 Je both roughly take

aug over 10

but examples

B
= 0 . 999 to 0 . 9995 : We need to sample very

& 3 densely nearing to 1

augover 1000

example ,
augover 2000 examples

Hyper parameters turning in practise : pandas vs Caviar
num men man un en num me

-> Some times hyper parameters can get stale
,

at those times they need to be retested or re-evaluatedafter certain period of time

-> How people go about searching for hyper parameters

BabysitonemodePadsk
r limited cou or GpU resources

,
its movitored individually a hyperparameters are update

Training many models at a time :Gostrategyi
-> Many models with different sets of hyperparameters are chosen a trained parallely & the best one is picked.

The type of approach we choose depends on computational resources & the amount of data we have

Nalizing rations in work

-> Bath normalization (created by two researchers Sergey Loffe & Christian Szegedy) ,
makes hyperparameter search problem very easier ,

makes NN more robust
, helps to choose from large range

will

also help to train deep networks more easily.

-> We generally normalize the input so that computation becomes easies
,

can we similarly normalize outputs of ter each layer ?



-> Yes,
,

now there is a choice to whether modify the finally output all] of z21] which
goes into activation func.ie g(3(z2x) = a [17

,
these are many arguments on this but we generally normalize ze]

Implementatioet
of output layer z"

......

z4 I some layers

=

22 M

Zoom"

: do

When we do not want the mean as zero varience as 1 then
...

i)
+ B apar learnable parameters which are updated using some also a

if V =

& B = M then zom

for other values of r & B the mean a varience of normalised data changes.

Ex in sigmoid varience larger than I might be preferred or
non-zero mean to take advantage of its non-linear nature

Note :Bhere GB in exponential aug .
is different.

Fitting batch normalization into a neural network Benifitsof Batch Norm

vom mmmmmmm mini num

21] ~ [1] W SXilis Z ->alDE -
......

/

↑

Parameters
: W&

, LED wi E,....., wat

[15ye]
, B()( ...., B ·

wies
B

[R] B weighted oug . of RMs
prop

of moment or
A se

The above shown implementation is for batch gradient descent.

Finibath gradientdec

&SIST) =a.I

X523->
only looks at data of second mini-batch a normalizes

,
it doesn't look at valus of first mini batch again

Parameters
: was

,
yees

,
Bas pil]

z(D
. W

zissubtracted if we add b while calculating z or not does not matteroone

: We can compute this as

zwee
Explementation

2 : we can just remove bl1] for t in
range (1 , size-mini-batch + 1) :

Compute forward prop on XEt3

z() : j21] In each hidden layes use BN to make z11) to Efe)

Use back prop to compute dwel , &B113
,

dr21]

: Actual parameters are only wel
,

(213 BEl] Update as follows :

Dimension &f z(15
,

pas p(1] = (nee]
, 1)

wes well_Xdwil]I

Bi-pie
= riez - dr[e]

It can be updated through RMs prop , momentum or Adam

also



WhydoesBatch now

Inputdistribution

-> If input distribution varies from lets
say stale I to state 2. A mode trained for ipputs of pattern state I then it will most probably not do so well on data from state C

even if ground tree function is same
, if ground tree function also changes then its even worse. This moving from state to state is called variate shift.

Clike if ing is cat of not
->state

-> state 2

Why batch norm works ?
-> The data from prev layers vary ie covariate shift occurs as model learns due to BN atleast mean E varience will be in a fixed range which helps the model to learn more quickly & effici

- ciently .

It limits how much the data changes due to prev layers .

ItI stability a provides later layer of NN a firm ground to stand on

-> The dependency of one layer on per layer I & layers are more free . It weakens the coupling between what early layer parameters has to do with later layer parameters

BWaso has
a regularisation effect

-> just like dropout which adds noise into layer by climinating neurons at random this ensures later layers do not depend on previous

layers much. In asimilar way BN adds additive noise since u 22 & minibatch is calculated so there is a slight noise introduced

hence this brings about a slight regularisation effect

-> As size of minibatch ↑the noise introducedI col more examples are considered at a
time hence the regularisation effect is ↓

Normalization : collapse numbers between OEI

Standardization : make mean O & varience 1

.

Batchnot test time
~

-> how to efficiently compute war"over entire minibatch .

Its done using exponentially weighted average

We
go through

E13 E23 533
VI & X & X ....

↓

321) use .....

-
251371]2E2322)...

E at test time we compute From using exponentially weighted augot Mar

in frameworks they have more robust ways to calculate Mart required for test time

Smax Region

C= # classes

output layer hasC neurons -> Zoutput = 1

func :

t = eze] The decision boundaries arelinea for small NN

ale --- start to become more non-linear when depth NNY

Tiniofacifie The largest number is assigned as one and all close were assigned as yer.

Loss fora based
on maximum likelihood estimation

Hy , y) : - glog

Y : [y" yes
...,

year] Y - T ....,]
y (i) _ [ )



Deeplearning f w

Tsorflowsimplement forwd. prop in right way ,

it calculates back prop automatically.

-
>just like a

classic If remembers what was done in forward prop then it plays it back to calculate derivatives

-> does same thing as left

->
it makes computation graph here to find all derivatives.



Staring Project

Me

Suppose our model is done but we
wanna further improve it

. How do
you

choose what to do ?

Ohogliza

-> Its always better to have hyperparameters which perform different things when tweaked . It better if hyperparameters are independent a tweaking one shouldn't affect others.

-> When model doesn't fit train set bigger network
, different algo., diff optimizers etc.

...
1

dev
--> Regularisation, bigger training set

a &
- ~ test - - Bigger dev set

... perform well in real world - change dev set or cost func.

-> Early stopping is discouraged of
it tries to do C things at same time i

.e handle fitting of train and dev set.

S le number evaluation metric
ing remem

- some m

-> Suppose you
have precision & recoll now combine both to a single metric to evaluate the model. Evaluation is easier if there is only one number/variable to check.

Satisficingand optimizing

-> Its not always easy to combine metrics into a single number
,

then we do this

-> Say thereore N metrics
,

then we choose one of them as optimizing and all others as satisficing.
im

say we pick model which has run time
↳ each of these will have a threshold only above which it will be accepted

-> For example, below 100 ms with highest accuracy then,

accuracy is optimizing metricE runtime is satisficing metric.

Train/devdistribution

-> Deve test sets must come from same superset of data

-> The data
given must be similar to what we expect in future.

Size d test

-> 70-30 of 60-20-20 splits are ok for small
size data but data is very large say a million or something then small amount like 1 % E21 % forder E best sets are also fine.

When to change dev/test sets and metrics ?
min mini is

-> Let's say there are two algos AGB ;
A has less error E performing better on scores but due to various issues (like ethical) Bis considered better

,
in these situations there is a need to change metric system or change

dev/test set.

Whyhuman perman
-> Bayes optimal error : the best possible error you can have on a function mapped from u to y

-> Its normally close to human (v) performance Ex cat classification .

Humans are pretty good at classifying cate. That's why after human level improving
model is little hard.

Emidable Las Exl Ex2
-

Human e Bayes 1 %

75
%

the difference is called avoidable bisa

Training erros 8 %
I

Dev error 10 % 10 %.

3 ↳ bias closer tobag's error

Focus on reducing fous on reducing varience

bias



standing perfo

> Bayes error

As Avoidable bios
Bayes errorw human level performance

Training
& Variene

difference

D ev a

Surpassing level performe

↳ these are all tasks where machine has

access to huge databases

Humans are more better at Natural perception task such as speech recognition, computer vision ete though some models perform better than humans here too

: its harder for a machine to perform too well on a natural processing
task

.

Improving you modeperforme

M2

Carrying errors
-> Whenever we try to implement some possible sol" to improve accuracy of model roughly pre-calculate by how much it could improve the model and then decide whether it is worth pursuing.

Cleaning upirectlyadata

-> Depending on how much error is being caused by incorrectly labelled data we can remove or fin it.

-> Deverest set must be from some distribution
,

train set can
be from a different one.

Budyou firstsysquickly heit

-> Building a
ok system then working on it and

improving is better then building the perfect one at first go.

Training esting diffedistribution

->What data we
may encounter in real world similar to those must be at maximum in dev/test set

Basviencewithi natcheddata butions

- Let's say train error is 1% adeu error is 10 % but train data Elder data is different ,
example train data has high resing but dev set has burrying too

-> Now we do not know if variance is high or algo works well its just that dev set is hard.

-> train-dev error : a small portion train set is carved out as train-dev set then the model is not trained on this.

Bayes error :

↳ avoidable bios

Train error :

Train dev erros

7 varience

dev error :

its data mismatch

( - dog see of over fitting

test
error :

-> come from same distribution.

essingmism

-> identify manually how data differs , try to synthesize data

-> There is a risk of overfitting into the small set of data that we are synthesizing Allings may
look like cars to us but machine may just start to recognize those as cars.



Transferlearnina
we take a nural network trained for a similar task and alter it to suit the never inputs .

We alter the output layer(s) or add new layers as required train them (fine tuning) if required train
prev

layers too (pre-training)

when is transfer learning used = if both tasks have some input type

-> data for the task it was originally trained for was very abundant Es for new task the data is less

->Low level features features learnt in original model is useful for new model too

Mittask loning
-> Ex computer vision mode which detects multiple obj at some time

,
its gonna

have neuron for each obj ,

rather than having separate neural networks for each object.

⑤
↳ even if data is missing

labels it can be trained for whatever labels are available . 3 this is not softmax this is logistic regression for all neurons i . e each nevron has output between

O a 1
3

here combining all outputs gives I

-> when is multi-task learning good :

FenddeepMining
-> Ex speech recognition task it can recognize several features then phonemes then words then transcript it

,
now thisrequires us to hand design various things.

-> what if we want our maching to figure out all this on its own
,

then this is called end to end learning this can be done only when there is data in high amounts.

-> E- face recognition first zoomes in and crops
the face then matches it with database

-> For higher complex tasks we need larger amount of data.

Whuse end in

-> Many a time a combination

& hand design and end to

end learning.



Convolutional Neural Network
minisea

Module

Computinision
-> The data input here is very large say a bux6h ing then input is

GHX6UXBRLhich is oh

-> say a 1000X1000 ing then its 3 million inputs ,
the NN will have too many parameters and is really difficult to

-> Hence we use convolution operation .

avoid over training.

le fEdgeletion pation opera

-> say we a 6x6ing in grayscale : in put is 6x6X1
.

-> We use a filler or keand of say 3X3
,

then output will be 4x4 matrix

the elements are multiplied row wise and summed up

orange box - (x1 + 0x + 1x 2

t

& X0 + (x1 + 1X0 => I

+ -E the filter is moved continuously to convolve a mathi

OX1 + 0x0 + 1) I

-> Why do we convolve a matrix= it helps identify features like edges etc.

Ex a simple filter which detect vertical edge in
gray scale image

Vertical edge filter has bright pixels on lefta darker ones on right

Medgedetection

-> if ing isreversed then values sign change, of this can be resolved by taking absolute value of the convolution matric.

Most of the times de. in filter are treated as parameters & are learnt
,

this
may

detect more complex edges at

↳ 3. - various angles too

Sobel Schars

filter filter

3
I adding-

-> nxn ing convolved with Exf filter gives n-f+ x n-f+ matrix

it down side
-> : We can only convolve a few times before ing gets too small

-> I downside : pixels at edges are used very
less compared to pixels in middle

,

here a
lot of matrices overlap . We are throwing away a lot of data at edges.

-> To solve both of these probs ,
we pad the ing with say p pixels on all sides

,
then the dimension becomes n +2p-f+ x n + 2 p-f+

-> 8x8

6 j
I

-> 6x6 -p = 1

11 I

There are normally two choices to pad :

IMalid & Same convolutions

↳
no padding pad so that input size is same as

output size i . e

n = n + 2p - f + 1

P: f is usually odd in computer vision



sidedContinent move one sow or one color n but in strided we moveI how orI colomn ahead

mxn * Ext =

(f)padding : p

stride : S

Pincorrelationus convolution

What we are doing here is called cross-correlation in mathematical literature (d called convolution in ML literature)

Techinally when convolving mathematically
the filler is flipped verticallyE, horizontally then operation is performed

by doing this associativity property holds i . e (A + B) + = A + (B + 1)

But we do not need these for L hence we do not do this

Ex if filler is 123

4 5 6 in
& 87

->
mathematical 6 5 H

78 9
3 21

Evolutionmvoeple channels like Rab et then how do we represent?

how are these convolved
*

= 4X4Xf The requirement is that the input & filters have same number of channels.

3X 3X3
Row wise product is taken channel wise and summed up and written.

widthheight
<X3X 3

hand
e

If there are f filters then the above operation is donef times and all output matrices are stacked.

- filters - f

i. e there are f 3x3 blocks

Onelayer ofaconvolution

Say we havef number of mynd filter ,

how
many trainable parameters are present ?

(mnd + 1)f
?

bias

Nationfnationallayer
[l] (e-1] [e]

f = filter size S

[13
-

stride Each filter is : fil][13IT weights : f21]xf23xn
,

xn-

p[1]
- padding [l3 of filters activations : all]IT IS T

bias :
n
,

[15
- often taken as (x1X1xn,1)

Input : nCl-1[l-n1 Ho =/+appe if using batch/minibatch of sizem then - MXn[n2 ne

Output : n[] 21 n
,

2

Aspinvolutionetwork network : Convolution (Cow)

Pooling (Pool)

Fully connected (F()

dinglath size of matrix by pooling various subeatrics . Cypepooling :
Max pool - takes the max de of submatrix most commonlyea

Aug pool--"aug of all ele in submatrix - not often used.

Say there is nX hmatrix his pooled with 2x2 filtes

-> max pool

normal formula t hold

raters
while polia input : nXnmXhc

o 2

output : xnm'x
63

s : stride
no parameters tobarn

filter - f = 2 S = 1 Max or
any pooling

Exf



Convolutional neural net work example
vin minia

thenet - -
layer 1

-
layer L FLJ FCH

O O
O

O O

fi ConV1 -maxpool
maxpool flatten

·
O

⑧
-> OPool1 F ConV2 -> PooL2 -> -> ->

f : 2 i
··ex32x3 28x20x6 xin6 10x10x163 = 25x5x1

· ,

:

softinox
↑

O O 10 out puts
400

120 84

A fully connected layer is just like normal ANN layer. : pooling layers do not have parameters to well
= (20 , noo) will (a,%(for Digit clasf")I

ineeCD (bias)
learn conv layer and pooling layer g21]

= 120 [l]= 84

->(3x3X3x6) + 6 together are referred as a layer sometimes
-> 5x5X6x16 + 16

->(400 X 120) + 120

- (89x120) + 84

2(84x10) + 10

Why volutions by ANN then

fo mapping 32x32x3 F (8X28X6 = parameters : 5x5x3x6 + 6 = 456
n = 6

3072 X 47on > parameters : 14450688 : too many parameters for a single layer which is processing asmall

(ANN)
image as 32X32.

Benefitsof using convolutions

->
this is connected with only I sub matrix

all other ele have no effect on this

This makes model less prone
to overfit

Translation varience : even if we shift a few pixels a cat is a cat

: all lower level features are same this can be handled very efficiently

We build a CNN & use gradient descent to optimize parameters to reduce J.

5: L(y(i)
, y()

A2

Why at studieparameters its difficult to build a mode from sath hence we use architectures similar to popular ones which have been bit

# LeNet-3
,

Alexnet
,

VGG,

ResNet
, Inception

nicnetwor

=> At that time sigmoid/tank were used and not Relu

LeNet-5
=> Computation was slow hence filters looked at particular channels only

~ 60k parameters

=> non-linearity is introduced after pooling layers

=> Rehu is used

AleuNet
- had Local response normalisation i . e it would normalise the filter's output

60M million parameters

In general as we proceed M . Not E

-all loyers used same dimensions n4
-

VGG-16 ~ 138 M para meters

VGG 19 works almost same as VGG16 hence
many use VGG16



IesidualNok Nt

In this we stack residual blocks to form the network

-Problemwith going deep

when we initialise the neural network all weights are randomly initialised.

When data goes ahead by the time it reaches the last layer its reduced torandom noise due to multiplications with random numbers (initially)
TheLoss which is computed at end travels through back

prop to update gradients, now at later layers data was scrambled too much hence updating gradients there doesn't matea
Now the updates to initial layers also won't mean much because their gradients have been scrambled (i. e w= w - xx)

Hence deeper networks take long time to learn. Loss

deep

How to solve this ? skip connectedZ↳
We

must find a way so thatmovemangful datareacheslater layers
make

theirinputs meaning
aa 2

shallow

-

>

We establish skip connections where data
goes through a around blocks epockS

We combine output data at end giving it two paths to follow

How do we combine (i) we take both tensors & add them element wise or concatenate them

Advantaga
-> each block augments the data

.
Now the work of each block is to figure out what it can add to input rather than figuring out what the in put is

-> Even if we are adding data instead of concatenating initially the weights are centered around zero so that initially we are passing data relatively unchanged.

-> : Each block has simpler things to learn
,

has access to better info.

-> shorter gradient paths faster .

-> initially as the gradients are meaningless we can get good updates from shorter paths later as the model learns more meaningful updates arrive from longer path .

Hence loss always t . Hence training becomes

-> Modularity ie its easy
to add blocks.

Concerns

pemistis
is involved => we

have to match dimensions
,
so we need some way

to reshape things. stor Ann

-

if CNN is also involved >
1
,

must match
,

there are constraints on MHEn · We cannot keep concatenating else the activation tensor will get too big & there will be an explosion of parameters

Hence if there are too many
blocks we prefer addition over concatenationEs there are sarely skip connections which use addition continuously.

Can refer to YTvid on

Shapeaching I reset of Professor BryceI
-> To simplify conv blocks we can use 5:1 E valid padding so that M

, GRw is preserved
-> To adjust depth we can use IX1 filter with required depth so that we can adjust the overall depth.

Now even if the learning is insignificant here the output will still be equal to a ll7 itself hence not making model any worse.

Most often the problem is the learning becomes worse as we go deeper this is avoided here

WhyRetwo We is vector multiplied to match shapes,
it might be learnable or just a fined matrice to pad.

Lets take an example

X -> BigNN -> aCl]

O

X - Big NN-o-> : -> A &O
O

[e + 2]

%
O

# &

Now
,

a(+ z]
= g(zee+2)
*

[e]
say g() is Relu

= g(y(l
+ 2)2e+1 y(+ 3

+wa)



Network inNetwork and I convolutions

use no of filters

if we want final output to have depted ther

whedwe this
o keep ne same this still adds non-Linenearity hence will learn something

Exceptinwomotivation
,

what we gotta do
,

add a convor a pool layer ,

inception network
says

dothen e

-> instead of us having to choose we present all options to model & let it choose the meaningful ones among it.

->Problem : computational cost Convolve 5x5 with 28x28 => 28x28X5X5

Say there is 28x28x192 r coxc there are 19210 ↑ 28X28d 320 5x5

n = 32 · : total => 28x28x5X5x192X32

& of multipliplications TX 28X5X5x192X32 = 120 million Simple trick : multiple
dimens of

what if we use Ix1 conv ?
Con u filler a output

28x28 X 192 ou 28 x28x16
B 28x28X32

n, = 3 2

12
&

bottle neck layer

28x28X1x/X192x16 + 28x28x5x5x16X32

i
1 hot M

Excepnetwo

-

-> Checks whether output can
be predicted from this layer

-> Validates how meaningful data is here

-> Acts as regularizer es prevents model from overfitting

MeNet

-> This is computationally less heavy ,

hence we mayoun this on devices like mobile phone too.

-> key idea : Normal us depthwise separable convolutions

Normal conv => 6X6X3 * 3x3x3 = GXhXn !
u The cost reduced is generally:

cost : 3X3X4XX3XM,

i .e cost = # filter parameters * # filter positions x # filters

3x3X3 X NX + x 5

Depthwise separable conv.

enterestin

xnoxn
,

* fXf = nxnXn

na

Pimmtwise
com

xaxn
,

* (x 1 xu = nxnxn

Example :

6X6X3 -> 4x4x5
#filters-n:

6X6X3 * 343aXX x4x5
cost :

0x3 x 4x4x3
= 42

=> 672

( x (X 3 x4x4x5 = 240



mobilenetAtecture
a

input thwish out is

2
Mobile net vh

=, input > Exp"-> depthwise -> projection- output, ↳ projection is just pointwise conv . itself but itI size hence the name.

↳ bottleneck block
(channels)

Expl layer In If channels.

Advantagesof mobile net v2

: it has euph G depth wise the model learns richer functions there and then due to
projection layer the memory

taken is also reduced hence deployable on small devices.

EfficientNe
up or down a model based on device its deployed on ?

Alter resolution of ing , depth of NN
,

or make layers wider.

We have to take care of trade off Es implement this

[can have a look at paper mentioned in notes for further into

Transferring
Freeze a few layersa train others or depends .....

DaAugmentationa sing
,

Lod warping

-> Apply PCA on RGB channels and alter them

-> when data is too huge then data is taken from hordish
,

distortions are appliedE this is treated as batch and processed

State Computersa
when there is little data hand engineering is really important a hacks like transfer learning plays major role.

module3
Objectcalization

-asthwith localizationaclassify into 1- pedestrian
coordinates of bounding box

3-motorcycle
2 - car·- background

I

mea
indus - Evends bode a eges most positi ona



Obdetection
a

detection

A sliding window crops parts of ings & model tests if object is present in it ; then same is done for bigger size windows.

Downside : computation cost

Lets say our mode took in puts of 14X1X3 ings but
we have larger dimensions like 16X16X3 or 28x28X3

-volationimplementation slidingnoa

(ie it detects objects in this size

0 Now in sliding window approach we would cop
14X14X3 by stride : 1 Effeed each of them to model hence making G computati

i

- = (X1Xn
-ons for 16X16X3 or 64 computations

! for 28X28x3
·

&

units
This is not at all necessary as much data is same hence what we do is feed the large ing directly to model

,
in case o 16X16X3 it outputs 2X2X4 matrix

Now this is same as sliding windows output upperleft window is 0
, 0 in matric.

~Sight - - 0
,

1 .

bottom lef- 1
,0.

1 right a - 1
, 1 n

-

Same logic applied to 28X28X3 gives us this
I

·ratbodingba
Only one

·editati So output will be 3x3X8

midpoint. (0, 0) &
Coordinatesys. -A-bounding boX

- #
there are more complex sys. ing( this is a rather simple one( (1, 1)

bor bu can be greater than I too if width or height of bounding boxes are greater than width or height of our grid

Again by E bw are sations of height & width compared to grid not points

↳

Onionof boundinga

Entersectionminaseegions
[0, 17

--
For d the is I

commonregione
eio

The higher the val
. Of I ou there is higher common

region

No maxsuppose

Now
,

:' grid size is small multiple grid cells may think they have the point hence there are multiple bounding boxes
,

how to deal with this ?

All bounding boxe's predictionsore seen the one with highest one is picked a all other boxes which share IoU higher than 0 .
5 or Oof are eliminated

3

(highest Pc)



howboxet then
,

how do we deal with it ?

We draw rough anchor boxes if object matches it then it will be classified into it.

Limitations↓ Tehave only 2 anchor boxes but there are 3 obj in grid cellM 2 objects share same anchor box shape

Advanced implementations may specify colors of objects in anchor boxes

-- include K-means to group together obj which have same shape E assign anchor box to it.

I
Puttingittogether Yogitha

Lets say we are usin nxx grid -here
B

,
be , by , by ,

bu
,
c

,
ca,

then y isaxnX #anchor-Lunit Now when we run it will look like this
X #

box

-> Each guid well will have at least

2 prediction .

-> get rid of prediction with E

Separately ,
hence there will be runs equal to do of

-> for each class run non-max suppression ,

to generate classes)
final predictions

final

RegionProposals (not used much]
The YOL0 algo classified many regions as it contains objects even though if it doesn't

,

to avoid this we run conv not only on certain regions. How do we determine these regions ?

Simentationalgo .

This represents regions
where object maybe present as blobs E

Conv
. not is only run on these

It was slower than Y0L0 hence changes were made

->
non-convolutional implementation

-> convolutional implementation
-> to predict regions instead of segmentation algo. convolutional layer was used

SantissegmentationwhNa localize objects
here we label all pixels Our model will look like this where

after a certain point the RE M & again
to form ing. Here it classifies pixels to cat & not cat



Transposonvolution
How do we increase the size of matrices again ?

filter is placed on output
- filter

112 I 2

3 2 201

pick 1
*

ele . We L
, multiply with all ele infilter a place it on output,

where there is no padding write the values ther

o

·: III20

On 2

Then second ele - 1 : stride isI shift filter accordingly

121

20

... Fill-tll
go on doing same to fill matrix

U-Net architecture
↑

utilizes shipconnections from earlier layers .

The present layer hashelove contented info talinto is taken from ship connection

i. e it knows there is takes exact region where cat is present
a cat in the region from here.

?
we are adding of concatenating

here so dimensions vary accordingly

Madee
recognition ?

Olearning

Learn from just one example to recognize person again

Eilarityfun a inga) = degree of diff btwing

If dingl, ing2) It = same person

It - diff,

Simmnetwork
-> During training if A

, PGN are chosen randomly then Loss from is easily satisfied E

An encoding iscreated out of an image through the model EdL) is plotted model may not learn much

d(x, x) = ((f(x * ) - f(x) , /2 -> While training model we need multiple ing of a

person but once its fully trained to add new people to database one-shot

encoding learning can be used.

=>different personTriplos looks at 3ings anchor
, positive, negative L(A ,

P
, N) = mau(lIf(A) -f(01)"- (If (A)-f(d), + 2

, 0)
↳

same person

(If(A)-f(o)" < /If(A)-f(l)" : /Itin-col"- /IfIA)-f(w/*
avoid trinal solution J: Ap

, wil



Faceveritionbinaryo ID & 3D Generalisation of models
~

Encode the input ing . If encoding matches database output 1 else O - alternative to triplet loss

11111 # 111 I 1111/

14 XI 5XI 10 XI

3 = - ((f(x)k - f(u+) + b)
Normally recurrant neural networks are used for 1-D data

of

5 X similar to
D

Data now has MHXYwX filter is also 3D now

Database encoding can be precomputedE stored at a place to make things faster. 14 X14 XIX / * 5x5x5X1 -> IOXOX 10 X16

nc = 16

Nastylefes

Content - (1) Generative -(G)

Style - (s)

Wedeepmets Lining ?

Initially it sees things like edges later on it starts recognizing complex shapes

Cofunction

J(G) =x
content

(CG) + BJstyle (5, G)

3
↳ how similar is style of ing Ga style of ing 2

how similiar is content of original d generated ing is ?

-> Initialise G randomly
-> Use gradient descent to minimizeJ(G) => G = G-5G) ie we are updating pixel valsa

Centcost function

-> Say a
hidden layer I is computing content cost

,
this layer cannot be at very early stage of

it will try to replicate actual ing E can't be too late either else it will loose spatial info

-> Use pretrained conv net ExVGG En compute [13(1)
&

[D()
, if they are similar then imgs ore similar

-> Tcontent (3G) = Ella 23.encus)
2

Style st funa b
using layer Is activation to measure style . Style is correlation between activations across channels

If they have similar values then both of those features fund to occur together

Stylematrix
heightwidthannel
-is [e]= activatiation at (ijk)

.
G isa measures how correlatedan channels Lak kk ,

[]
ijk

!

mathematically this
iscalled these materiesothe- ,

if they are
correlated then values will be large else small (annormalised correla

&

called gram
matrices

[](G) _

[1]
2GenEs J [e] jez

-

3 & J
& styleing of generativeing .

Style
(G) : (G) Jstyle (SG) =I style

(Sc()

3
hyperparameter



SimmenceModels

Modulent

Whysequence models.
ente

Notationa name entity recognition

n

Harry Potter & Hexmoine Granger invented a new spell :1 if it part o name a

Y : I I O 1
O O O

Ymym. ... ..... y

X")_ It training example

at th input
in it

training
earset

y(i) t pat

y
(i) its ithone ith output

To" - length of ith output

How do we represent words in sentence ?

-> We come up with vocabulary (dictionary) normally commercial applications have 50k-look words
, bigger models

may
have it in millions

-> now we use one hot encoding to represent the word

3. : each ust is a one hot encoded vector

-> what if there is a new word which is encountered ? We create a new token called unknown word <UNKS

Recurrent Neural Network Model
~

emestadonetwork
-> Inputs E outputs can be diff lengths in diff examples

-> Doesn't share features learned across diff positions of text .

a 22]

Y ga3z Y(Ty >

I C ↑ Wy a I Wy d I Wy a

(t)Nine
N

C - 1)

&

↑ Wya
O O O O

[O] Tn<

a
as

s...
O

.

ja "Was
O C O

·IwasWaa Waa

generally zero matriv,
· · · · ·

&

-

"Was
some randomly initialise / I was &

it too x an
e Pwant

a

I Wan

X
X

< TX]

X(t

RNN is also represented this way

-> Here it receives data from input E prev activation to predict output.
-> RNN only decieves data from previously scanned words and not the words that come after it

, Bi-directionRNN (BRNN) does it this way.

-> Why is it important to recive data from words after ? Ex Teddy came to home
. -here Teddy is name

I want teddy bear .

- -
~ not a n



TimmardPropagation Upg = it computes per it multiplied witha

20 -g
, (Waaa +War X + ba) generally tank sometimes Retu

:g (Wyaa" + by) mo sigmoid or soft man

alth = g (waaat
-1

+ wanX
* +

+ ba) simplified >

ask=

g (wa [art-, x(t)] + ba)

<
t

= g (Wyat + by)
notation g(t) = g(wya *

+ by)

-plifiednotation wan) Cast, xts] =

Jas] vertically stackeda

Chorizontally stacked)

: or matric multiplication of these we get War Xt + was
at

Backpropagationthis

Wya

~

/ higs C - back prop
L L ↳
ad th A ↓I It I1.

I

<
f

> I S I

F

-> I

↑
<17

a 22]
"

<3) n <Ty]
- - forward prop

1- Y Y Y
N

&
M ↓ ↓ ↓

O O - O
-

2 & [ Tn[2o oaanO
A

-

993) ....... O

-> M

A annC -· ·
↑wanQuan is ↑Was

[ 3)

X
< TX

Was

2
*

(y(t)
, y(t3) =

- y(t(ogy(x - (1- y(t))(og)) - y(t)
->Binary cross entropy if sigmoid

else

sparse categorical cross entropy func.
↓ (y , y) = (yat, y(t)



Differenttypeson

Name entity recognition is many
to many. architecture

.
Ie many op many ilp

Sentiment clasf" is many to one.

Music generation is one to
many.

machine translation is many
to

many ~e has L parts an encoder Es a decoder

Languageandeque in~

Lets say there are L sentences : The appled pair salad .

-S,

1 d ~

pear .. -S2

Sc is correct but they are pronounced exactly the same
,

how does machine differentiate?

ByLanguage model. = It outputs the probability of likeliness of that sentence

P(y< y, . . . . ., y
<3) is the output

To build such a model we need a large data set or a corpus

-> First we tokenize the sentence [CEOS = end of sentence token]

-> Next we build the model.

-> yet t
-

: at 10, 000 size output (equal to num. of words in corpus)

-> probab. of Itword (out of all words]

- n43) ↑

<13

probab . If wordbeinga Y y
<9)

occurred M
a I

·on ......
M

I I
y(b) 2 28)

x<- x()
(Cats)

-

Cats average

15 hisof sleep a day Loshy ...

: RNN learns to predict one word at a time .

G (g)
,

yet) = 1 [logi

P(y( , yaz , y(), ....., y ) = P(y)P(y((ya) ..... P(y(y(
,
y....., yu)

Sampling oudSequenarough idea of what it has learnt we can sample a sequence

-> the output from a particular unit is chosen at random from up .
random then fed to rent unit e its made to predict.

Sampling- -> When to stop ? If clos easists
,

then until its generated else
,

until some fixed be of words...... Ef we do not want walks to be a part o o ther we can code it

Character level Language model

X= 0
= d of words it aletters as ilp solp .

Its rarely used & is more complex than normal models.



VanishinggrantsWRWchair rule multiply many desivatives
,

is many small values hence as we go
back further the gradients keep getting smaller.

In sentences a word which come long ago influences word which come long time affrit .
Hence

,
we need to find a way to overcome vanishing gradient problem.

Exploding gradient will just give
NeN valuesE a efficient sol is to clip gradients.

*

i . e if gradients go
above a certain threshold then we normalize it in some way.

GatedRecruit

t
RNN unit

↑
taa

3

<

talk
= g(wa [at -

,
u(x] + ba)

N

I
nxt)

The cat
, which already ate ......., was full

Simplifield
GRU wit has a new variable called 's which stands for memory cell .

It

At
every time step we overwaile ct as

*
= g (W= [xt

- Y

,
m

+ +] + b)
then we

have a gate (T) Er has value btw o El

T =

+ (We [cu(t] + bu)
u stands for update gote

gote decides by how much we are going to update the cell value

C
*

= Ne **t
+ (1-utc -)

GRU unit We generally is O or 1 : . e there is high or very very
low update

-

a
: if It is not updated it almost remains constant

,
hence addressing vanishing gradient problem.

↑
+--

- (t)

DiL 9

-

I
(t)ySt) ↑ all have same dimensions

Actual

↑
notations also used in literature

I
(*

= g(w, [N + t
, u(y + b)

~ No = <(wo[tu] + br) m
relevance gate ie tells how relevant is Et- to update

t)

· N = + (we[cht-,
u(+] + bu)

↓ <= Nu **** + (1-Mn) <ht-



Longshort t memory wi

-
T = + (W : [at,

n, x+ ] + bi)
i = f, u

, 0

We can just take LSTM unitsG join many tem of make a model

Bidirectional N

-> Lets us take info from after a before

-> Info from start goes
to newt G from the end it comes to start too.

-> Disadv
.

- it needs to have complete sequence of data available to start processing ,
most applications do have complete sequence available beforehand itself except things

like speech to tent where entire sequence may not be present ,
these use more complex versions of BRNN.

-> Normally the
go

to choice for NLP is LSTM with BRNN

-> unidirehe ward

↳
uni direct for ward connection

connection

Deps

-> Normally too
many

RNN layers aren't stacked on top of each other cos they are computationally very expensive as it temporal dimension is high.

-> A few RNN layers followed by normal ANN type of networks are pretty common

-> Here instead & RNN
,

GRU or LSTM with RNN or BRNN can also be used

M

y Y

· *% - Deep RNW having few Ann layers at end

Inde2

Word representation
-

-> Make model understand analogies like man : woman :: King :

queen

-> Previously we represented words as one-hot-encoded vectors. Is there any disadv to it ? Here we cannot establish any relationship between words.

E king & queen ore more related than king and apple. I I will have orange-

--- apple- Juiceseemstofit both ifsome
how machine knew apple orange related theis



So
,

how do we achieve this ?

We build a feature embedding, -> Features in which they are actually embedded won't be this conspicuous this is just an analogy.

-> if we project all these diffed embedded vectors to a 2D plane then we can see how similar

words are grouped together.
↳ we take features like these & assign values to words

-> This projection is done through t-SNE algorithm.G
represented as

25yg ,

- 300 dimension vector

↳ its position in corpus

Usingembedding
-> in networks previously we fed one-hot encoded data now instead we feed embedded data.

-> similar to encoding an ing
in Siamese net work.

embedding

Properties d embedding
->ing rapping like this will hold true in original graph which had n dimensions

,

it may

-> help in analogy reasoning not hold true in 2Ding given by T-SNE algo.

-> man : woman :: King :?

Can-Cwoman &King-2

so we find it by King-evant Coman

3
found from corpus

similarityisir (e) &king
- Can Tewoman)

generally we use cosine similarity sir (v)

=) videa? mag

gives cosine of angle
between rectors .

Eddingneally learning here is a embedding matriaWhat

=
on apple......... zale unk O

ll333) E

0:

1) onehotanda

0
;

* E = 2
,

in practise we use specialsed func. to look up an embedding.



↳dembeddingear (These are content target pair]
7 or a few words before Es after

-> or a nearby I word all of these work well

Winda b
> Come

up
with few context-target pairs to create supervised word problem

->
choose a random word as content E choose a random word as targetE try to predict target here we are just trying to learn word embeddingsG not make our model good in predicting.

(maybe in a small window)

Context's target I

8
, E +2 -

P(t))= Of parameter associated with outto the

j = 1

↓ (y , y) = - y , logy,

Problemscomputation : Oje is very heavy especially if there are many
words

2

j = 1

Solv : using a
hierarchial softmax classifier in practise hierarchial clasf "classifies common words at top

i
2. 5 k

Es uncommon ones deep down the free

I
2.

5k25hcoh 3

Classifies to branches which has that word

: time is logn instead of n

We can choose 'I'sandomly but then we will end
up mapping

words which occur too frequently which is not good .
There are many ways in which words are chosen carefully and mapped.

NegativeSamplings

Pick a content-target from sentence a labe it as
I that's our the example E pick other words at random from corpus Er assign yero to them

. I say we do this to generate k negative examples.

if we have very large data then choose small k
, maybe 2-5

a -small-a-logek- - 5-20

then use supervised model to learn to map fromc tot

P(y = (t) = r(o])

now we train only these k examples instead of all 10k examples in one-iteration.

-> how do we choose-ve examples ?

sampleaccordingtoemperial words e how fer wordsappear ,

but this ends up taking words like aan the e

P(u)

=will they is
how,

the words are chosen



WordVectora word representation

Xig = : time; appears in content of
X

t ↳

d(X)(oTe + bitbj-lox-

f(Xij) is weighting term f(Xij) = 0 if Xij = 0
·

↳ for words like this
,
an

,

the make sure its not too high

↳ store - durian (appear sarely) it not too low

Roles of OGj her are symmetric enfinal o

we can't guarantee that the individual embeddings are interpretable

Stmmentcasf

Recognize words & any their 2 : vectors a run soft max on it to predict emotion

Problem this will classify last comment

also as good review coy
word good appears so

many times

a good alternative

is to use RNN for this.

Debiasingembedding
Gender

, ethnicity bias which is learnt must be debiased.

How do we do this ?

-> say these is gender bias
,

we select few words in which bias is right like he'she , Boy' Giv,
ete

any them find Imale-female - this is bios didn

-> All other dist are non bios dis" ; all the words which need to be debiased are projected to non-bias dis => this is called Neutralization.

- Equalize pairs i . e pairs like Cboy Gegi put them at equal dist from non-bias dirn



Me5

BasModel
Wanna build a machine translation model

,
how do we build it ?

- Say we have an inga, we have to generate a caption or comment on that

-- -> The catch in these both is we want the most likely answer
,

not therandom answer.

↳ D
esencoder /w

decoder ww
which op I word at a time

Picking thecost likelyseeare

-> if we have to pick most why not pick it greedily ? It doesn't work out well co
more often used words will be labelled most likely even if its the best translation.

->going is a
word

which appears often

: this will be picked
its called as conditional language mode cop second half is just a lang ,

model but instead of feeding yero or random vestors we feed it a vector which captures input sentence.
as best if greedily

picked

.: we need some algorithm.

Bansearchperparameter called beam width (B)
,

it always picks top B words & evaluates next wood for each possibility En next out of all those
again picks top B .

-> say ones circled in blue are picked ,
then it eliminated Sept. as starting word.

(BI
pic

P(y, y
*" (a) = P(y" (n) P(y* (nyx)

it evaluates 30k possibilities in one wan

E

top3ot
a B copies of model will be made to evaluate them.

-

Refinements to Beam search
-

-
-

-> our func was angmantP(y/a , y,., yet) ,
now all these are less than one

, if we have a long sentence then computer will loose track

decimal valuesEs suffer from sounding off problem. How do we overcome this

-> instead of keeping track of product we take loga keep back of products
= argrau logp(yn , y...

-> Finally we also normalize it by multiplying I
where his hyperparameter defined by us

, if X-0 - no normalisation - we choose a balanced value in

↓ : 1: complete n between O & 1 like 0 .7 or

if we choose too large B = better result
,

slower something

augmax(log P(y, . - - "Small B: worse
, fast

Error analysis on Beam search
- -

-

->What if beam search is making a mistake
,

or is it our model that's making the mistake. How do we identify ?

-> Lets say there is a sentence which is translated by human (y*)

-> evaluate what % of error is due toBeam search a what I due to RNN

if prob is in Beam search we can ↑ Beam width or alter normalisation

·
---RNN we have to evaluate

our architectured apply various ideas in course 3.



Bescoreanation
understudy

-> it gives high score if the output is close to human translation. This acts as an alternative to having a human evaluate the output.

-> say we haveI referencesE both are correct
,

we have to score our output.

-> MT output = machine translation op

So
, precision of our op is #/y ,

this is a bad scoring sys
,

hence we clip the word count to max so of occurences in both sentence

E
how many words match words the word 'the occurs twice in first sentence : we clip it to 2

in either of set sentences.
we call this modified precision.

->clipped counts
,

now its demonstrated

considering word ,
we can consider n-worda he

(n-grave)

-> How do we score ? Frist we compute clip counts

↑count Ingram

Score = B why is BP added ?

coz if sentences are too short

& count(ngram) ? they will end up getting
Mgramt high scores : to tackle thisbrevity penalty BP-3 per it open

olea
we use BP.

Intentionmintuitionong sentence
,

then its hard to predict the sentence in such cases the machine gives bad op
,

how to modify this ?

-> How is the machine translating at present ? It looks at a sentence
, memorizes it entirely

,

then translates
.

Now
,

how does human do it ? We look at sentences in parts then translate it

-> So we will make machine do the same too.

-> attention model

-> normal mode

A separate RNN computes the ope it receives weights from french words too
,

which specifies how important is that word to generate that specific output.

↳
Brun

↓It
it's

- how important ist to generate t

nonmodel

->here attention weights are computed using a scall NN

-> BRNN

-

[rotations]

Spehrecognitionime graph audio data

false back op ?

-> Aspectro gram of how intense sound is with frequency is prepared as pre-processing step.

-> How do we go about building speech to test sys
?



We can do this by attention model itself
,

where it looks at a certain time from outputs the characters/words.

Cost func. - CTC (connectionist temporal clasf")
m ~in miniis

Say audio input was of fig 100 hertz i. e it 100 ,p per second , the characters are generated continuously a special chares ter is introduced"-'a called blank

"Thequick ....

"

espace
tttt-h-aee---U---ggq

Collapse all char not separated by - into one this becomes the a

Trigge detection

for a while

->suppose trigger word is spoken here
,

it sets weights
to f

,

so that the model begins to hear

Ende-4

Informerstrition

RNN processes the data sequentially . Transformers processes data parallely.

-> Attention + CNN I

-> self attention -> say we have five words in sentence it computes 5 representations for it.
wo, wh ware weights

-> Multi head - - for loop over self attention process

qiya is

is
Selfention

also called scaled dot productdepresentation

~:
WiEdenominator is scaled to prevent it from exploding

&
& query ,

its like asking what's happening there ?
A(q ,

K , V) = attention-based vector for representation of a word.

k = key

ki v = value
2A(iv) = if has >

Whi
ok = its like answering the question

O

J Now
, embedding is done considering surrounding words.

Value tells it how other word should be represented due to this

Mintheadattention
Each time we calculate self attention is called head.

Second question : i.e self attention for 22dtime
# head = 3 L

all find answers ofh of heads are

stacked togetheEl given as op
- -

Though it appears like we are iterating
for first time weights or

to calculate these we can calculate all these

wow
,

"

,
w" Er we compute it this way Multihead (R,k, 2) = concat(heads , headn , ..... headn) · Wo parallely.

Say highest softmax for W is highlighted with blue arrow.

head
;

= Attention (WOQ , wik
, Wiv)

-

Iansfretwork

then cross neutword both are given Erits run

2-times to predict next so on...

spised its in a ted

times



Details
i)to pisso

Positional encoding
-> same dimensions.

Pr (pos
,
bi) =Sin (OS) DES,zico)

pos refers to position word I basedindeving
i different dimensions of encoding

sas a
:

EJadis "
&E I"are added &they contain contextual semantic embeddingEn positional encoding info

-> Along with this we use residual network too to pass on positional info

-> Transformer also uses a layer very
similar to bash norm

,
its

purpose is to pass along positional into

-> - - called adda norm
,

similar to bask norm

-> mask multihead attention
,

this is used mainly while training ,
here it has access to correct translation too.

What it does is it hides a word & pretends everything before it predicted correct
Easks model to predict the hidden word.

-> Bert
,

Bert Distill are adv versions of this model.

&
dong those positions

which are dotted
,

the values

are read for plis


